ESTIMATION OF THE LOGNORMAL
DISTRIBUTION FUNCTION

ESSAM KHALAF AL-HUSSAIN1

Minimum variance unbiased estimates of the iognormal
distribution with parameters u and o2are given for all
possible éases: yhen 02 is known, when B is xnown and
when both p and 02 are unknown. It is shown that the

estimates of the lognormal distribution function can be

estimated from the normal and Student's t-distribution

tables.

1. INTRODUCTION
Aitcheson and Borwn [1] showed the domains of
applications of the lognormal distribution in the areas
of economics, biology, phsical and industrial processes,

astronomy and other areas of special interest to
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researchers in different fields. The methods (up to
the year 1957) of estimating the parameters of two and
three ;arameter lognormal distribution are summarized
by Aitcheson and Brown as being essentially: the

maximum likelihood method, the moments, quantiles,

graphical and the mixed methods.

Chhikara and Folks [2] used a method due to
Kolmogorov to obtain minim;m variance unbiased estimates
of the inverse Gaussian distribution function. The
method is based on RaoBlackwell theorem which states
~that : given a complete sufficient st&tistic T for 0
and an unbiased estimate ;(6) of a parametric function
g(6), the MVUE of g(8) 'is given by g(8) fE[;(O)IT]-

We shall choose the initial unbiased estimate of F(xi

for a random sample xl,...,xn as :

;(e) = {

O , otherwise
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2. THE TWO-PARAMETER LOG&ORMAL DISTRIBUTION FUNCTION

-

A random variable X is said to follow the lognormal
distribution with parameters u and 62, denoted by
X ~ ACu, 02) if and only if Y = log X ~ N(u, 02). The

" density function of a lognormal random variable X is

given by:
£ (X) = | e——— exp{ - ——( log x-u)“} x > o
X v2a%mx 202
(2.1)
0 o otherwise
The lognormal distribution function is‘given by:
x log x -u
F(x) = I £ (z)dz =@ ( ) (2.2)
X
o X , o

where @ i{s the standard normal distribution at a.
So that when both parameters |, 02 are known, the

lognormal distribution bution fumnction can be evaluated

using the normal table.
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3. ESTIMATION OF F(a)

2

3.1 M.V.U.E. OF Fla) WHEN o~ IS KNOWN

Given a r.s. Xl,...,Xn from a A(wu, 02) with known

<l
"
e
=
~~
 —
v

) is a complete sufficient
n
n ,

for He.

S0

The MVUE of F(@) defined by P(Xl$ o | v) is given by:

& ' o

" P(Q) = P(X. € alyy = [ v _ ' a >
(@) = p(x, € al¥) Fxo oy (%l ¥raxg, 0
o X )
(3.1)
and F(®) = 0, @ € 0, where
- n 1 ‘ -2
fX I §(xl y) = expl - —~r (log x -y) 1,
1 / 27 (n-1) Ox, 2(n-1)a? 1 .
R _
- ’ 0 a<s 0
So that F(a)= - (3.3)
log -y
« ) a >0




1«2 MVUE OF Flal WHEN m IS KNOWN

n 2.
Z (log x.-M)
(] l =
i=1l
The statistic T = ' . I
n

n-1 "
¢ complete sufficient statistic for 02. It can be shown

2
g
)Xz(n), is

that %
, r(‘) ' I . 2
. (x. |©) 2 : ; (log X, = u ](n-3)/2
; x = l- »
XlTe "~ m-1 | nt |
' /n/(—)v/at x
2 1
ﬁ- /nt ‘ u +/nt
e : < x, < e (3.4)
&S that
| u- v/nt
0 & af e
~ U-nt u ﬁ’;t
F(a) = Fn_l(B) . @ . ,< a<e
) (3.5)
\ u+/nt :
1 » a 3 e |

r‘oro Pn_l(l) denotes the Student's t-distribution with

Fi)dogrooo of freedom evaluated at 8 with
* 2
log & - (log & - u)

8 = /n-1 ( M 1i-

nt nt

] (3.6)




3.3 MVUE OF Fla) WHEN BOTH PARAMETERS ARE UNKNOwWN

In this case the vector T = (?,V), where Y is as
’ |} -
defined in (3.1) and

- 2
(log x, = Y)

I ™Mp

i=1 }
vV = . s forms a complete
n=-1

sufficient statistic for (mu, 02). Y and V are in-
2 2

- ) 2
dependent, 'Y v~ N(u, —%— ) and V ~ ( -2) X (n-1). It
’ ' n=-1
can be shown that:
f ey v -
1 )
n-1
P(T) /n . n-4%
_ : : n -2, 2
[ 1~ (log x_~-y) J “--
ﬁr(ggg)(n-l)ﬁ x, (n-1)2v Sl '
, L<x <U (3.7)
y-(n-1)v/~v/n y+(n-1)v/~7n
where L = e © emA U = e : - . (3.8)
So that
0 s, @ £ L
F(a) .pn‘-l(y) | s L< ac< | (3.9)
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where Fn-l(Y) denotes the Student's t-distribution with

‘n-1) degrees of free&om;evaluatéd at Y, where

-2 - : -
vn(n-2)(log a - y) n(log a - y)2

- =
Y = [1- ]  *
(n=1)/~v (n-1)< v

and L, U are as given by (3.8).

4. CONCLUDING REMARKS

It may be noted that the estimate obtained can be
‘evaluated by using the normal and Studémt's t-tables.

ts ' ‘ 2
Extension to the three-parameter case (say T,u, 0 )

i

!

;is immediate if t is known from prior information. In
{this case.F(a) is the same as that in the two-parameter

‘case except that a should be replaced by a-t throughout.
If v is unknown, however, the estimation of the three-
parameter logormal distribution needs fﬁrther investiga-
tién which will appear in forthcoming paper.

Estimation of the lognormal distribution function
is of importance in the analysis of consumer's behaviour,

the distribution of incomes, the problem of life tes-

ting and reliadilicy.
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