BAYESIAN CONDITIONAL ESTIMATION OF THE
WETBULL PARAMETERS USING CENSORED DATA

SHALABY 0.A.

SUMVARY

Analagous to the Weibull distribution, the conditional probability
density function of the Weibull parameters and the unknown sanple size
n, are obtained, Also the Bayesian estimators of the unknown parameters

are derived using the squared error loss function.

1. INTRODUCT ION

The general problem under consideration in this article is that -of
‘estimating the parameters of the Weibull distribution with density
function given by

. b-1 i A
= 3 -t 9 ] ’t b 1-1
- f(t,b, 8)=(bA)t expl /6) oot > O (1:1)

b and 6 are the shape and scale parameters respectively with
b>0and b # 1, because if b = 1, (1.1) reduces to the one parameter
exponential distribution

f(t;0) = {1/0) exp{(-t/6}; € >0

In type 11 censored sanple, n items are placed on a'life test and
the test is terminated after r failures have occured. Then the likeli-

is given by

hood function of t(l)’t(Z)"“t(r)
n! pe, P R
b= ey < i) o ey 2]

Using equation (1.1) in eguation (1.2) we have

L= b/e)f m bl {~(1/6)T(b,n)) (1.3)
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where

b b

r .
T(b,n) = 'z t(i) + (n—r) t(r) (104)

i=1

If we have the following independent prior distribution function of e,b |

and n .
we) @ o) n(gre) , 820
r(b) a1l for all values of b
“(n) a 1 BT " 1] " n

Then the posterlor p. d f of @,b and n glveﬂ T= (t(l)’t(Z)""’t( )) have
‘the following form

£(0,b,n/T) a-(;—)—'- —(“‘L?H) n ?J exp{-(1/8)(T(b,n)+g)}

i=
r<n<m, e8>0
- ai f_bfléz
Where
asa, are known positive constants, r is the number of failures and
m is the largest sanmple size.

A great many papers have been written in the estimation of parame-
ters for the unconditional distribution under the Bayesian and non-Bay-
esian framework. Gibbons and al (1981) survey most of the work done
'concefning point estimation of the Weibull parameter under the non-
Bayesian view while under the Bayesian view, Soland (1969), Canavos and
Tsokos (1977) discussed the problem of Bayesian estimation for the para-
meters of Weibull distribution. In the view of conditional estimation,
Lowless (1973) used the conditional and unconditional confidence inter-
~vals for the parameters of the Weibull distribution under the non-Bayesi-
an case, but in this work we shall find the following condltxanal distri-

butions:

(i) The conditional probability density function of 6 given b and n
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(ii ) The conditional probability density function of b given g and n

(iii) The conditional probability density function of n given ¢ and b

From the above c.p.d.f's, we can derive the conditional Bayesian
estimators 6*,b* and n* of the unknown parameters ¢,b and n respectively.
Although variances and shape factors of the estimators are given in

later.

2. THE c.p.d.f. OF ¢ GIVEN b AND n.

The c.p.d.f. of the scale parameter ¢ given the shape parameter,

b, and the sample size, n, can be obtained as follows:

Since we have the joint p.d.f. of 8,b and n which is

r-1 r —(a+r+l) T . b-1
f(e,b,n/T)a 1 (n-i)b g ¢ note) exol—(1/9) (T(b,n)¢g)}
i=0 1=1

and the c.p.d.f. of 8 given b and n can be defined by the following

equation:

f(e/b.n,T) = f(8,b,n/T)/f(b,n/T)
Where

f(b.n/T) = 7 fle.b,n/T) de afT(b,n) +81 **T) (gural)!
0

Therefore the c.p.d.f. f(e/b,n,T) can be obtained as

£(e/b.n,T) = {T(b,n) +61°*FT "L(gur) o~ (o+T+l) o (1/6) (T(b,n) +8)}

e >0

With the r-th non-central moment equal to

W = E(e¥/b.n) = (T(b,n) +61 (a+r—k-1)1/(a+r-1)!

Especially if k = 1,2,3,4 we have
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*
the conditional mean = E(g/b,n) = 6

W =
= (T(b,n)+gh/( arr-1) 5.3
P‘;'g ={ T(b,n)+I5}2/. {(;+r-l)(o+r—2)} | (é,é)
u3' ={T(b,n)+B}3/ {(wr-l)(q_*er)(od-rfs)} | (2.:3)_
W, = {T(b{n)+ve}«4/ {{orr=1) (a+r~2) ( r=3) ( o+r-4) } : (2.45

a

‘Then based on (2.1) and (2.2) the Bayesian conditional variance of g is

the variance of the conditional estimator of ¢ i.e.
yd 2 2,
var(e/b,n) ={ T(b,n)+8} /(atr-1)"{a+r-2) - 12.5)

Sometimes the measure of skMess can be measured by the 3-rd cen-
tral moment and the symmetrical distribution can be shown to have p3=0,
therefore we have the 3-rd moment about the mean equal to -

A|3 _ [b{'r(b,n)'l‘B}S , (2.6)

My = ug =3uipd + 200 = - ’
3 3 172 1 (a+r—1)3(a+r-2)(a+r-3)

Therefore the coefficient of skewness can be calculated by using

equations (2.5) and (2.6) to hav -

N[

a;-"' __4(a+r-2)
1~ (a+ r-3)
mean-median

ctacend et provides an alternative

The quantity S =

measure of skewness and it can be proved that -1 < S< 1. ‘To compute -
the quantity S we have the mean which is defined by (2.1) and the stan-
dard deviation which is the positive square root of (2.5) while the
median can be defined such that:
' median -
o’ f(e/b,n)de = 0.5

i.e. the median must be equal to 2{Tél()6n%-;-s} and the measure S can

X2 (¢4r)

be defined as
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Xgio 5 qrr- 21 -2(a+r-1)
B s 2(0 5)
X2 ( Q+r)

Where the quality ngo 5; is the precentage point of Chi-square distri-

bution with degrees of freedom equal to 2(q+r).

ilso the fourth moment about the mean is sometimes used as a measure
of Knrtosis which is the degree of flatness of a density near its centre.
Now the 4-th moment about mean can be calculated from the equations
(2.1),(2.2),(2.3) and (2.4) to have

3(a+r-5) (T(b,n)+ )2
(a+r-1 )l’ (a+r-2) (a+r-3) (a+r-4)

Mg <

Therefore the coefficient of Kurtosis 1is calculated in the form

" __3lg+r-5) {T(b,n)+8}2

02‘

Cabiiel Y O] Lottty

The coefficients °1' and ap can be used to investegate the dis-
tribution of .

3. THE c.p.d.f. OF b GIVEN ¢ AND n

The c.p.d.f. of the shape parameter, b, given the scale parameter g
and the sample size n, can be obtained by using the following defenition:

f(b/e’n’T) - f(O,bsn/T)
9,n
-1 r r b

=17 b & tii) P~ ~(1/¢)(T(b, n)+s},q.1 < b <ay
1:
Where
2 r F bl
Ly = a{ b 3 tii) &P (- (1/8)(T(b,n)+g} db

The Bayesian estirator, b*, can be obtained by using the squared
error loss function L(b,b*) = C(b—b*)z. where C is constant that may is

equal 1. Then we have b* given as
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RS 1 Ny -
1, = °‘1f b ifl tii) €xp{ ~(1/8)(T(b,n)+ g} db E (3.?)

. . _
and the variance of b is the Bayesian variance of b which is given

as ) . . .
var(b /% ,n) = E(b2/e,n)-E%(b/a,n ' (3.3)

; 2
13/11—(12/11)

It

(3.4)

& Yy

20 2T ba ’
= f b exp{ -(1/6)(T(b,n)+g) }db
R =1 ‘M | ' -

and 1, and 1, are defined by (3.1) and (3.2)
| The numerical integration can be used to solve equations (3.1),
(3.2) and (3.3) and so to obtain's the numerical values of b* and

the variance of it.

" 4~ THE cip.d.f. OF n GIVEN e AND b

The c.p.d.f. of the sample size n can bd evaluated from the

following equation
r-1 r ~G+r+l) T b-1 :
I (n-i)b o 0 ¥ expt-(1/8)(T(bn)+ P}
f(n/6 ,b) = i=0 1=1 ,
m -l _(a+rsl) T b-1
S 1 (n-i)b" @ mot]) expl -(1/ ) (T(b,n) 4+8) }dn
r i=0 i=1 7 1
Now define .
r-1 ' r-1 s _—
B (n-i) = z (-1)7 g n
i=0 S=

Where



Eo = 1'
r-1 r-1 -1
g = L i, = I ijseeest = N i
LI | 2 g e=l 4]
Therefore we have
B (n-i) exp {-t1/6 ) (Rb+snks)}
. i=0
f(n/e,b) = —07 . _ .. ’
s ¢t (-1)7 2._n exp{-{i1/8(T(b,n)+8)}dn
r s=0
r—1
1 (n-i)exp (-(V o) (T(b,n)+ g)}
i:=0
= T | m
eT(b, : (-D° L, S n" "% exp{ —(n/d)t?r)} dn
s=0 r
r b b
where T(b) = ( = iy Tt * g8/0
i=1

Using the expansion of exp { -(1/ e)tt(’r)} to have

1 r-1 5
f(n/e ,b) = [const] n (n-i) exp(—nt(r)/e ).
i=0
Where
ot b j r-1 s r—-s+j _r—S+]
const. = L (—t(r)/o)l/j! £ (-1)7¢ _(m lr 1/ (r-s+j),
3=0 s=0 s

The Bayesian estimator ,n*, of n can be found as

m
n* = E(n/ §b) = [const]™' / _Gl“’_‘—'r,—, exp(-nt}  /e)dn

: r-1 N
=[<:onst]_1 T (-t A /750 & (-1)°% 2 (mf-5+]+1 TS+l
: (r) S
i=0 s=0
/(r=s+j+1) (4.1)

The Bayesian variance of n is the variance of the Bayesian
estimator, n*, i.e.



1o

* 2 2
vin /b, @ = E(n"/be ) - E"(n/b, ) (4.2)
Where
r-1 . o .
E(nz/b,e ) = [cons'ru]_1 T (- (r )/ e)J/]r_ N (_1.)5 zs(mr—s+}+2_rr_s+3+2)/
J: S= :
(r=s3jj+2) | (4.3)

Therefore the variance of the Bayesian estimator (4.2) can be cal-
culated by using (4.1) and (4.3). To simplfy the calculation of the
shape factors of the c.p.d.f. of n, we will derive the following
k-th non-central moment which is giveh by

r-1

wi= EK/be) = [const]™h T (2 A5t 5 (1) e (mFTSHIHK
k §=0 (r) 0 .S

_ePTSHIRKY s riek),  for ko= 1,2,3,......
Finally the c.p. d.f.'S of L ,b and n in the case of cdmplete‘

sample size can be obtained as a spec1a1 case from our results under

the condition that r=n and n is contmuous
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