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ABSTRACT

This paper focuses on using confidence interval
estimation while simulatingua queﬁeing system. The
approach relies on the existence of regenerative points'
in the queueing process being simuiated that produces
a set of n independent observations. An application
is given to a maintenance shop which is modeled as a
multiserver.quéueing system. . The shop is assumed to
serve two classes of customers; passenger cars and
cargo trucks. Comparison of results obtained'from
simulation using three different estimators is givenJ_
The approach can be applied to any queueing system
that posses a recurrent steady state stoéhastic'pro-

cess.

1. Introduction:

Queueing system apglications are evident in many
problem areas. A queueing system is simply a'service
system where custdmers'demanding service arrivéigccordiné'
to a given probability distribution, Each arriving cus-

tomer waits for service, receives the requested
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service, and then departs from the system, Here, custo-
mers may represent production orders in a production
facility, automotives requesting repair at a maintena-
nce shop, or trucks requesting unloading at a warehouse.
Customers may also represent ships arriving at a sea-
port, areoplanes landing in an airport, emergency call
requests at a fire station, or persons requesting ser-
vice at a bank or any public service center. For sys-
tems of this nature, a researcher would be interested
in analysing and evaluating few measures of system
performance for purposes of system design and control.
These measures include the expected number of customers
waiting in the system, the expected waiting time per
customer, optimal number of servers, and server utili-

zation.

Simulation has become of particular importance

among ‘the alternative techniques to solve such queueing
problems. Exact analytical approaches are not suitable
since they give rise to sophistcated mathematical models
that can not be solved difficiently. Simulation on the
other hand would provide average measures that usually
have -a 50% chance of being true. However, when a simu-
lation model is coupled with confidence interval esti-
mation, estimated lower and upper bounds for the exact
values of the measures of performance can be obtained.

The probability that the exact value will be within



- 92 -~

these bounds can be made as high 0.9 or even 0.99.

It is our intent in this paper to show how confi-
dence interval estimation can be impleﬁented within a
qﬁeueing system simulation model; First the necesséry
simulation frame work is introduced to collect indepe-
ndent observations for a relevant set of randdm varia-
bles.. System measures of performance are expressed as
ratioes of such random variables. Second, several con-
fidence interval‘estimators for ratioes of random va-
riables are presented for purposes of comﬁarison. iFina—
lly, to illustrate the applicability otvtne approach,
an application for én automotivevmaintenanceishop is ~
given. The paper is conclude&IWith few remark; that
ought to be considéred while simulating a queueing

system.

2.  Simulation Framework:

When a queueing system is simulated as a continucus
stochastic proce#s observations regarding the number of
customers in the 'system can be recorded (see Fig. (1)).
If these observations aﬁe independent and identically
distributed, thenﬂclas5§cal statistical inference tools
can be readily applied.’ This concept is the motiva- -

tion for the regenerative method suggested originally

by Cox [1] and demonstrated in (2], [3] v, [5], [6] and

(8] .
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Fig (1) : The number of customers in the system stochastic
process,

In the regenerétive method, we look for cycles of
lengthes a; in the stochastic process which produces
1ndepegdent and identically distributed (i.i.d.) blocks
of data. If we define quantities Y, that can be ob-
served and recorded in each cycle, then the pairs
(Yi’ai)' i=1,...,n are i.i.d. Clearly, such pairs will
" provide n independent observations that enable using
statistical estimation tools. A typical examples will
be to represent a, as a sequence of busy cycles(l),
since upon starting a new busy cycle the system will
behave independently of its past history. For the

analysis we need to represent the simulated queueing

(1) Busy cycle is defined as the time elapsed between two
consecutive arrivals of customers who find the system
empty (empty = number of customers in the systems is

- omam o )
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system as a stochastic process {X(t), t > o} with a
finite state space. Let o < b; < b, ... < b be an
increasing sequence of regenerative times (see Fig (1))

such that the portions X(t) : bi LA - bi+l are i.i.d.

replica. In each such portions define the random varia-

ble:

N o .
N i+l
Y, = bi £x(t) at,

where fl}] is a general real valued function and

ai = bi+l

result is that the sequence (Yi,ai), i > 1 consists of

- b, is the length of the ith cycle. The key

i.i.d. random vectors and that E[f(X)] = E[Yé] / E[ai],
the reader is referred to [5]. Amona £[.] which are
of oractiéal importance we have the steadv staté waitQ
iné time, the averaage number of customers in the
system{ and penalty or cost functions. .Hence, we need
_to estiimate the ratio r = E[f(X)] =‘E[Yi]./ E[a£1 with

the pairs (Yi’ai) i.i.d. random variables.

3. Ratio Estimarors:

The problem of deriving a confidence interval for
the ratio r is treated in different ways. Let
u, = (¥;,a,) be a column vector, i=1,2,...,n and n is
the sample size, denote the sample mean ﬁ=(§/5)=% Uy,

and the sample covariance by
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. .2 _ .-l
Let k = zl_v/z/n, zl-v/2 =9 (1-v/2), where ¢ is the

distribution function of a mean zero and variance 1
normal random variable. Reference [5] presented the
following estimators with their 100 (l-v) percent con-

fidence interval for the ratio r:

(1) Fieller estimator:

2 12
r=— Y
a - k 522
L] - 1
(r - _:fll_____—.< r<r+-— L
(a“ - k 522) (a® - k 522)
= _ o= 2 -2 =2
where D = (Y a ~ k slz) - (a 7 k 522)(Y -k sll)
(2) Classical estimator:
D 4
r = -
a

Y ~

ot %
(r - zl_v/zsc/an <r<r+z) 550 )

~ ) X
-2r s + r 522)

where s = 12

c = 511

(3) Jacknife estimator:
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A~

(r - z]__v/2 Sj/r!5 < r < ? + zl—v/2 Sj/n%)

a,),

where w. X :
1 fi i

¥/a) - (n-1 ‘.
n(Y/a) (n )(j§i YJ/j

n
- - _ 5
S. = [151(wi r) / (n l)l .

References [3], [5] include a list of references
fof the development of the.above estimators, as well
as applications to the M/M/1 queueing system, pefiodic
review inventory model, ahd the repairman problem. A
compafison of results.rankéd theJJacknife first in

" terms of small bias.

4.  Application to a Maintenance Shop:

Consider an aﬁtomotive maintenance shop that recéi-
ves two classes of customers requesting service: Pas;e-
nger cars ({(class 1, and cargo truc#s (class 2). Thej
receibt of customer requests follow a composite inter-
arrival time distribution with rate A, and an arriving
customer belongs to either one of two classes with
probability p aﬁd l1-p respectively. The shop has a
parallel service statiéns, each station is capable of
performing the requirea service. Service times for
each class follow an exponential distribution with
service .rate My and U, for the two classes. An arriv-
ing class 2 customer is not admitted into the shop

if the number of class 2 orders. (trucks) in the systém



- 97 ~

-is k, (k < s). 1In queueing theory notation, this
system‘is denoted by G/M Mz/s/N system, where N is the
maximum number of customers of both classes allowed

in the system. This system has an exact steady state
solution which is available only for small s,N,k since
it involves matrix operations. Our intended simulation
should provide a 100 (l-v) percent confidence interval
for the expected number of customers in the system

when A, Uys Myr Pr S k are known.

Let Q(t) be the stochastic process representing
the number of customers in the system at time t, t>o,

and E(Q) is its expected values, then

b, +1

= i
Yi bi Q(t) d4t,

E(Q) E(Y,) / E(a,)

\

h

where a, is the it busy cycle, a,

1=bi+l-bi' The graph
of Q(t) process is shown in Fig (l1). During the period
of simulation, each busy cycle defines a single indepe-
ndent observation for the pairs (Yi,ai) that can be
recorded. Collecting n independent observations makes

it possible to apply the previous analysis and calcu-

late a confidence interval for the E(Q).

To implement this approach, a system with:



- number of paraller service stations s = 5

- customer arrival rate/unit time | A = 6

- service rate for class 1. _ ul = 1

- service rate for class 2 My T .25
- system maximum capacity ‘ N = 5_
- maximum number of class 2 éllpwed | k é‘ 2

- probability of ‘an arriving class l. p = .4

is simulated.

For a sample of size 300, table (1) shows a compa-
rison of E(Q) as estimated using the Classical, the
Fieller, and the Jacknife estimators. The 90% confide-
nce interval for each estimatbr is.given bétween paren-~
thesis, also estimates and confidence interval;for the
cumulative distribution function (CDF) of the number Pf
customers in the system termed CDF(i). The last column
is the table gives the exact steady state values for.
E(Q) ;nd CDF (1) for purposes of comparison with estimaﬁed
results. Table (2) exibits similar analysis whep the

interarrival time distribution is Gamma with coefficient

of variation 0.447.

5. Conclusions:

We have presented an application of the regenerative
method to queueing system simulation of a maintence shop.
The essence of this method is to construct a simulation

model such that a set of n independent observations can



be recorded. This enables a researcher to apply the

classical statistical estimation tools to obtain point

and confidence interval estimators for the concerned

measures of system performance (as E(Q) and CDF(i)).

The approach can be extended to other queueing systems.

Few remarks are in order:

1.

The three different estimators converge to the
exact value, and they all compare favourably.
Hence it is better to use the classical estima-
tor since it requires the least calculations.

All confidence intervals contain the exact
values as they supposed to. A confidence inter-
val can be made arbitrary tighter by increasing

the sample size.

Experience shows that if the busy cycle (time
for one observation) is long, as in systems
with high traffic intensity, a smaller sample
size is needed. (see [7] for a rough estimate
of n).

If the busy cycle is too long, or there are no
regenerative points, then a physical sampling
unit must be selected. For example, one day
of a service station, or a fixed number of
hours for the system sperations can be used
to generate a single observation. The method
used is known as Batch means [4].



el i nde
e s o

100

(8pSL ‘L6¥L") | (8WSL"'L6VL") (8%SL°‘L6%L")
STISL® . . v (v)dad 00¢
44T -LevL® XAV
(ELEV"'20EF ") Amwmw..momw.v (gLEv ‘C0EY”")
1445 (g€)dad 00¢
LEER” BEEV” gegedh”
(€6GT"“S0ST") Avmmﬁ..momﬁ.v (€SST°’S0ST")
zesT” (2) dad 00¢
6CST" €ST° 62ST1°
(08T0°‘69T0") (08TO°“0LT0") (08T0‘69T0")
0LTO" _ . (T)4ad 00¢
SL10° SLTO SLTO"
(1T200°“0T00") (ZT00°‘0T00°) (2100°°0TO00 ")
0T00° . (0) aad 00€
T1100° T100° . 1100°
(089°€“%€9°¢€) Aommum~vmm.mv (069°€’%€9°¢€)
S%9°¢ (0)a 00¢€
¢v9°¢ ¢h9°¢ Zvo° ¢
I03 WIS I03PWT]Sd I03eUT]SD axnseau
anTeA 3o0ex3d C- azTs otdures
aFTuyoel IDTISTA TedTsseld pao3lewrysy
* TeT3usuodxe

ST UOT3INATIISTP SWI3 TRATIIRISFUT USUM we3sLs 9yl ut (T)JIdD SISWOISNO SSIT
10 T Jo X3TTTqeqoad Oay3 pue ‘(J)d SIL2WOISNO JO ISqunu omuommxm aya I03F s3Tnsay

(1) °T19®=L




101

(188L° ' TEBL") (988L" ‘6Z8L") (L88L"‘TE8L")
cLe8L” (¥)3ad 00T
098L" 8G8L" 6G8L"
(PSvv-‘ELED") (ESHP°‘9LEY") (€SP 8LED")
1222 (£)dad 00T
-9ThE " A A 91p¥°
(0¥ 1" ‘€6ET") (0F¥T-*26€T") (0PPT"‘€6€1°)
ZEVT” (zyaad 00T
, AL AS 9TV T LTV T
(8270.°‘6TT0") (82T0°“61T0") (82T0°‘6110")
TZ10° (1) 4ad 00T
€2T0° [X AN €c10°
(S000°“€000°) (S000° “€000°) (5000°‘€000°)
¥000" (0) 4ad 00T
- 000" ¥000° 000"
(929°€£'609°€) (929°€‘609°€) (929°£'609°¢)
Z19°¢ (0)a 00T
g19°¢ 8T19°¢ 819°¢
J03PeuWT3se I03BWT]Sd J03RWT3SD a1nseau
anTeA joexdy - 9z18 ardures
aFTuyoRl ITTITS TesTsserd pojeurr3Isd

°eunred

ST uUOT3INGTIISTP SWI3 TeATITIeIDUT uays (T)JIdAD wo3sAs 9yl U] SI2WO3SND SSIT
x0 T 3o X3TTiTqRqoad Bay3 pue ‘(J)d SISBWOISNO JO IIqUNU pojoedxe ay3 Io3 s3ITNSaY

:(Z) 81q=L




[1]

(2]

[3]

(6]

[7]

(8]

- 102 -

REFERENCES

Cox, D.R., and W.L. Smith: Queues, Methuen and Co.,
London, 1961.

Crane M.A., and A.J. Lemoine: An Introduction to the
Regenerative Method for Simulation Analysis,
Lecture Notes in Control and Information .
Science, Vol 4, Springer-~Verlag, N.Y., 1977.

Crane M.A., and D.L. Iglehart, "Simulating Stable
Stochastic Proocesses III", Operations Research, .
23(1), 1975.

Fishman, G.S.: Principies of Discrete Event Simula— 
tion, John Wiley, N.Y., 1978.

Iglehart, D.L., "Simulating Stable Stochastic Pro--
cesses, V: Comparison of Ratio Estimators",
Naval Research Logistics Quarterly, 22(3), 1975,

Iglehart, D.L., and P.A. Lewis, "Regenerative Simula-
Y
tion with Interval Controls", J. Ass. Comput.,
26, 1979.

Law, A.M., and W.D. Kelton, Simulation Modeling and
Analysis, McGraw Hill series in Industrial

Engineering, McGraw Hill, N.Y., 1982,

Law, A.M., and W.D. Kelton, "Confidence Intervals
for Steady State Simulation II", Management
Science, 28, 1982.



