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Abstract 

The pivotal role of electrochemistry in biologically relevant systems is underscored by its ability to elucidate the chemical interactions 

occurring in neural networks of the brain. This has been significantly enhanced by advancements in electrochemical principles, spurred by the 
mid-20th-century technological revolution. Recent advancements in electrochemical methodologies have broadened their applications from 

mere measurement of neurochemical levels to encompassing modulation and simulation of brain signals, as well as monitoring neuronal 

electrochemical activities. This progress paves the way for the application of implantable cerebral devices in the human brain. In this paper, 
we present the use of a Deep Neural Network (DNN), a powerful AI technique with numerous medical applications, including real-time 

monitoring systems for continuous evaluation of patients' emotional and neurological states. The DNN was trained to recognize three distinct 

types of electrochemical signals derived from Electroencephalograph (EEG) measurements using an electrode array. The model successfully 
identified three classes of signals corresponding to the emotional states of sadness, happiness, and neutrality in a group of volunteers 

subjected to various psychological stimuli. The obtained results demonstrate an exceptional classification accuracy of 98.4% on the SEED 

database with a minimal array of sensors applied to the brain cortex, which serve as inputs for the artificial neural network. Outperforming 

recent studies, which reported lower accuracies, our findings highlight the potential of our approach for practical applications in emotion 

recognition and related fields. 
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1. Introduction  

The human brain composed of sophisticated intelligent network of billions of neurons stands as the peak of natural evolution. 

At its core, it operates through the intricate exchange of electrical and chemical signals transductions at synaptic junctions 

between neurons, constituting countless neural connections and circuits that shape the multimodal brain functions [1]. This 

intricate network, driven by electrochemical signal, forms the basis of our understanding of neural circuits and their 

contribution to the brain's multifaceted functionalities. Historical advancements, notably the patch-clamp technique's 

introduction [2,3], have significantly propelled our comprehension of neurochemical activities within the living brain, 

enabling precise monitoring and modulation. These methodological innovations, together with the advent of Brain-Machine 

Interface (BMI) technologies and the integration of artificial intelligence (AI), signal the dawn of a transformative era in 

neuroscience [4]. They promise a future where the intricate neural networks can be fully delineated and manipulated, offering 

deeper insights into the brain's chemical and electrical intricacies.  

  The exploration into the brain's chemical landscape aims to elucidate the fundamental processes governing neural activity, 

with a focus on the critical role of neurotransmitters such as dopamine, serotonin, and glutamate [5]. These chemical 

messengers, essential for transmitting signals across synaptic gaps, play pivotal roles in mood regulation, cognition, and 

sensory perception [6]. A notable pathway in this complex chemical tapestry is the synthesis of serotonin from tryptophan, 

which undergoes hydroxylation to 5-Hydroxytryptophan (5-HTP) and subsequent decarboxylation to serotonin [7,8]: 

 

11 12 2 2 2 11 12 2 3 2C H N O +O C H N O +H O→ 11 12 2 3 10 12 2 2C H N O C H N O CO→ +  

 

Serotonin's release into the synaptic cleft and its binding to post-synaptic receptors underscore the dynamic nature of neural 

signaling, which underlies our thoughts, emotions, and reactions [9]. Disruptions in these pathways, like serotonin 

imbalances, have been linked to mood disorders, emphasizing the crucial role of chemical interactions in mental health [10]. 
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Neurons communicate with each other through synaptic transmission, where neurotransmitters are released and received by 

neighboring neurons. This process involves complex electrochemical changes, including the movement of ions like sodium, 

potassium, and calcium across neuronal membranes [11]. These ion movements lead to the generation of small electrical 

potentials, such as postsynaptic potentials and action potentials. When a large number of neurons are active simultaneously 

and their activity is synchronized, these potentials sum up to generate measurable electrical fields [12]. EEG is a primarily 

techniques to measures the electrical activity of the brain, which indirectly reflects the underlying electrochemical processes. 

It captures the electrical fields generated by the ionic current flows within the brain's neurons [13]. EEG electrodes placed on 

the scalp detect these summed electrical fields, where the signals picked up by EEG represent the averaged activity [14]. This 

endeavor not only offers insight into the brain's fundamental operations but also opens pathways for developing targeted 

pharmacological interventions, providing hope for individuals with mental health disorders and marking a significant stride to 

decipher the brain's electrochemical mysteries [15]. Brain–Computer Interface (BCI) directly connects human brain activity 

with artificial effectors, which provides an interactive pathway between the human brain and external devices for various 

applications [16]. The process of such an interaction begins with the capture of brain activity through the signal processing 

and analysis to detect the users’ intent. BCI systems, along with their diverse applications, have been the focus of extensive 

research over many years. Emotion recognition emerges as a particularly intriguing area of study due to its wide range of 

potential applications across various scenarios [17]. EEG signals are recognized as a reliable marker for significant mood 

alterations in humans. Thus, it has been widely used for research into emotion recognition [18].  

  In recent years, researchers in the fields of emotional computing have been working on emotional expression analysis based 

on visual and physical signals. The most common signs include neurophysiological signals that highly subjective and their 

information can be artificially hidden from accurate judgment [19,20,21,22]. However, physical signals can provide more 

accurate and objective emotional recognition in real-time responses exhibiting greater sensitivity to mood variations compared 

to peripheral signals [23]. In fact, EEG patterns of emotional activities are relatively stable over time [24]. However, the 

collected EEG signal is non-stationary and often mixed with a large amount of noise, resulting in a low signal-to-noise ratio 

[25]. Therefore, emotional recognition based on EEG signal has some difficulties [23]. If the amount of data is insufficient, 

the features automatically extracted by deep models are not as discriminative as manually designed features based on 

neuroscience knowledge. Therefore, some researchers have attempted to combine manually designed features in in deep 

models to identify emotions more accurately [26]. Atkinson and Campos [27] and Kumar et al. [28] performed on the DEAP 

database. While Kumar et al. used just two EEG electrodes to calculate the bispectrum feature for theta, alpha, and beta 

frequency bands using HOSA, Atkinson et al. used 14 EEG electrodes to calculate band power, the Hjorth parameter, fractal 

dimension, and some statistical parameters like median, standard deviation, and kurtosis coefficients. The minimum 

redundancy maximum relevance (mRMR) method was utilized for feature selection in the context of extensive feature 

extraction. In classification, a combination of genetic algorithm with SVM (GA-SVM) was constructed to classify three 

different emotions with average accuracy of approximately 61.51%. SVM was implemented to classify four emotions with the 

average accuracy of 63.01%. Wang et al. [29] used three different databases, including USTC-ERVS, DEAP, and MAHNOB-

HCI for evaluation purpose. A substantial set of EEG electrodes and other peripheral signals were chosen; the power spectrum 

derived from EEG channels was computed and merged with features from peripheral signals in a novel combination. Stikic et 

al. [30] measured 20 EEG electrodes using wireless sensor headset, and calculated two extraction features of PSD and 

wavelets. Both Linear Discriminant Function Analysis (LDFA) and Quadratic Discriminant Function Analysis (QDFA) were 

tested to classify positive and negative emotions, and achieved high accuracy of approximately 94.5%. Nasehi and 

Pourghassem [31] applied Gabor function to extract spectral, spatial, and temporal features for EEG brain channels. RF 

classifier with T7 channel produced the best average accuracy of approximately 93.46% and 80.53% for SEED and DEAP 

database, respectively [32]. Cimtay et al. [33] used a convolutional neural network (CNN) to extract the spatial features of 

emotional activities, and accuracies of 86.56% and 72.81% were achieved on the SEED and DEAP datasets, respectively. 

Wang et al. extended the dimension of CNN and designed EmotioNet to obtain spatial features [34]. The accuracy of 15 

subjects is above 90%, and the average ACC and STD of emotion classification are 97.20% and 1.57%, respectively [26] and 

76% for the SEED-IV dataset [35]. The systematic review paper [36], and the emotion recognition survey paper [37] reveal 

that this topic still faces additional challenges [38].  

  In this article, an emotion classification system is proposed based on the frequency-time analysis of EEG brain signals taken 

from SEED emotional stimuli databases for a group of volunteers subjected to various psychological stimuli. A DNN was 

trained to recognize three distinct types of electrochemical signals corresponding to the emotional states of sadness, 

happiness, and neutrality. The obtained results demonstrate an exceptional classification accuracy of 98.4% on the SEED 

database with a minimal array of sensors applied to the brain cortex, which serve as inputs for the artificial neural network. 

The subsequent sections of this document are structured as follows: Section 2 delves into Brain Chemistry, detailing the 

interactions of neurotransmitters and their influence on neural activity. Section 3 focuses on Electrochemical-Based EEG 

Signals, discussing how EEG captures these electrochemical interactions. Section 4 covers the Materials and Methods, 

including the Emotional EEG Datasets in Section 4.1, the architecture of Deep Neural Networks in Section 4.2, and the role of 

The Adam Optimizer in Section 4.3. Section 5 presents the Experimental Setup and Results, highlighting the performance 

metrics of the proposed model. Section 6 provides a comprehensive Discussion, comparing the results with existing research 

and exploring the implications of our findings. Finally, Section 7 concludes the paper, summarizing the key contributions and 

suggesting directions for future work. 
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2. Brain Chemistry 

The electrochemical processes in the brain, particularly those involved in neuronal communication, are governed by a series 

of complex chemical reactions and ion exchanges [39]. Neurons maintain a resting membrane potential primarily through the 

differential distribution of ions, especially sodium (Na )+
and potassium (K )+

, across their membranes, facilitated by 

+ +Na /K -ATPase  Pump Action: 

 
+ + + + + +ATP+3Na (in)+2K (out)  Na /K -ATPase  ADP + Pi + 3Na (out)+ 2K (in)Neurotransmitter Release (e.g. Glutamate): 

( )  2+Ca in  +Vesicle Glutamate    Fusion Released Glutamate+Vesicle  

Post-synaptic Receptor Activation: 

+Glutamate+Receptor   Binding  Receptor-Glutamate Complex Na influx Response  [40]. This pump moves ions against their concentration gradients, 

generating electrical potentials essential for neuron function. Action potentials, initiated by the rapid influx and efflux of 

sodium and potassium ions, involve voltage-gated channels responding to changes in membrane potential [41]. At the 

synaptic junction, neurotransmitter release is triggered by an influx of calcium ions
2Ca ,+ facilitating the fusion of vesicles 

with the presynaptic membrane [42]. This process leads to the release of neurotransmitters like glutamate, which bind to 

receptors on the post-synaptic neuron, initiating various responses such as excitatory or inhibitory postsynaptic potentials 

(EPSPs or IPSPs) [43]. Figure 1 depicts the action potential propagation, neurotransmitter release, and binding processes at 

the synaptic junction, facilitated by ionic movements through voltage-gated channels.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The exploration of the brain's complexities has been profoundly enriched by electrochemical perspectives, tracing a lineage of 

discovery that unveils the intricate dance of ions and molecules orchestrating neural activity. Initiated by early observations of 

ion flux across neuronal membranes, epitomized by the iconic Nernst equation, the field has evolved to elucidate the nuanced 

chemical dialogues underpinning thought and emotion [45,46]. Happiness is often associated with increased levels of 

neurotransmitters like serotonin, dopamine, and endorphins. While there isn't a simple "equation" for happiness, the synthesis 

and action of these neurotransmitters can be described in simplified reactions [47]. Serotonin Synthesis: Tryptophan to5-HTP: 

 
Enzyme: Tryptophan hydroxylase [48]. 

5-HTP to Serotonin:  

  
Enzyme: Aromatic L-amino acid decarboxylase. 

Dopamine Synthesis: 

Tyrosine to L-DOPA:  

( ) ( )9 11 3 2 9 11 4Tyrosine C H NO  + O   L-DOPA C H NO→
 

Enzyme: Tyrosine hydroxylase [49]. 

L-DOPA to Dopamine: 

( ) ( )9 11 4 8 11 2 2L-DOPA C H NO Dopamine C H NO +CO→  

Enzyme: DOPA decarboxylaseEndorphins [50,51]. Peptides and their synthesis involve protein translation processes, which 

are complex and not easily represented as a simple equation. Sadness and depressive states have been linked to lower levels of 

serotonin and dopamine. Additionally, the stress hormone cortisol is often elevated during prolonged periods of sadness or 

stress [52]. 

  

Fig. 1. Schematic diagram of synaptic transmission [44]  
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Cortisol Synthesis: Cholesterol to Pregnenolone (Initial step):  

 
Enzyme: CytochromeP450scc 

( )

( ) ( )21 32 2 21 30 5

Pregnenolone to Cortisol Final product, simplified : 

Pregnenolone C H O multiple steps Cortisol C H O→ →
 

Key enzymes: 21-hydroxylase, 11β-hydroxylase [53]. This pathway involves multiple steps, with key enzymes like 

21-hydroxylase  and 11β-hydroxylase  facilitating the conversion of precursors to cortisol in the adrenal glands. It's 

important to note that these descriptions vastly simplify the actual biochemical processes and the complex interplay between 

different systems in the brain and body. Emotional states result from dynamic changes in these chemicals, influenced by an 

individual's environment, perceptions, and experiences. On the development roadmap of in vivo electrochemistry, coupling of 

artificial intelligence (AI) is an irresistible trend. With the aid of AI technology, the range of neurochemical space that can be 

explored for electrochemical sensing can be significantly expanded [1]. 

DNNs can be trained for extracting multianalyte signatures from a convoluted signal or processing chemical and electrical 

signals simultaneously recorded by pixeled sensor arrays [54]. Various AI algorithms may be applied for digging out the 

underneath signal correlations by data mining ultimately establish chemical models for brain functions [1]. The prospect of 

brain research is to comprehensively chart the interactive neural networks encompassing both electrical and chemical 

languages that are readable and editable. While state-of-the-art BMIs heavily rely on electrophysiology, there is the chance for 

electrochemistry to make a splash and propel the new wave of innovations in neuroscience [1]. 

 

3. Electrochemical-Based EEG Signal 

Emotion itself constitutes a psycho-physiological process or electrical brain activity pulses that reflect the states of feelings, 

behaviors, psychological changes, and cognition in a complex manner. The voltage fluctuation of brain neurons can be 

simulated using a Generic System Image (GSI), where image rows represent the frequency range, image columns represent 

the time pass, and the image itself is considered as a visualization map that reflects the fluctuation of the EEG voltage signal. 

The GSI feature extraction describes the voltage magnitude change of brain neuron in both time and frequency domains [38]. 

Previous works have shown that EEG contains much information about emotion, making it possible to decode emotions based 

on EEG signals [55,56,57,58]. Moreover, EEG is favored for its portability, affordability, and high temporal resolution, which 

allows it to detect subtle emotional changes. These attributes have led to its widespread application in emotion recognition 

[59,60,61,62]. For happy GSI images, high-intensity pixels locate several places, and exist within all frequency bands. In sad 

GSI images, most of high-intensity pixels do not exceed alpha frequency band (8–13 Hz). High-intensity pixels spread 

obviously in beta (14–30 Hz) and gamma (31–45 Hz) frequency bands for sad GSI images [38]. Among these physiological 

signals, EEG signals have been widely used for research into emotion recognition [63]. The flow diagram of emotion 

classification-based EEG brain signals is shown in figure 2 This diagram details the sequential processes from EEG data 

acquisition, through signal processing and feature extraction, to the final classification of emotions using a deep neural 

network. Each step is annotated to emphasize the integration of advanced signal processing algorithms and AI techniques, 

demonstrating how raw EEG data is transformed into interpretable emotional states. 

 

4. Materials and Methods 

Two conventional methods exist for categorizing human emotions: the discrete basic emotion description approach and the 

dimensional approach. According to the discrete basic emotion description approach, emotions can be classified into six basic 

emotions: sadness, joy, surprise, anger, disgust, and fear [64]. For the dimension approach, the emotions can be classified into 

two (valence and arousal) or three dimensions (valence, arousal, and dominance) [65]. Within these dimensions, valence 

indicates the degree of positivity or negativity in a person's emotions, while arousal refers to the level of excitement or apathy 

of emotion. Many new methods on feature extraction and classification have recently been proposed for emotion detection. 

For more details, we refer to the comprehensive survey outlined in [66]. 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2.  EEG signal classification system flowchart 
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4.1. Emotional EEG Datasets 

To detect abnormalities or the electrical activity of the brain, small metal electrodes with thin wires are pasted onto the human 

scalp. The electrodes detect electrical charges and waves that result from brain neurons activity. Then, the electrical charges 

are amplified and presented as a graph on a computer screen, or as a recording that may be printed out on paper [67]. Due to 

its direct correlation with brain cell activity, EEG has been selected for emotion detection. Additionally, its safety and cost-

effectiveness make it an ideal brain testing technology [68]. From technical and feature extraction analysis, emotion 

classification based on EEG brain signals can be implemented using several techniques [69]. The most-common technique is 

time domain analysis for calculating the Hjorth parameter, fractal dimension, and signal statistical information as a mean, 

standard deviation, and variance. The second technique is frequency domain analysis, such as calculating power spectral 

density (PSD), fast Fourier transform (FFT), band power, higher-order spectrum analysis (HOSA), and relative power [70]. 

The primary challenges in emotion analysis using EEG are feature extraction and classifier design. Current methods 

predominantly employ machine learning techniques and depend on manually extracted features [23]. During the EEG 

recording, the international 10/20 system is used to describe the position of the electrodes on the scalp. It is based on the 

relation between the electrode position and the underlying area of the cerebral cortex [71]. Only one EEG channel (Fz) is 

needed as a data entry, without any other peripheral signals, such as heartbeats, temperature, eye movement, and blood 

pressure. 

The middle-half-channel of EEG signal is crucial for feature extraction, significantly reducing computation and eliminating 

the need for feature selection methods [38]. A public dataset collected by Shanghai Jiao Tong University includes data from 

15 subjects (7 males and 8 females) used for analyzing and predicting human emotion states (Zheng and Lu 2015). Data 

collection involved subjects watching 15 film clips, each lasting about 4 minutes, designed to be easily understood and elicit 

emotions effectively. The SEED dataset trials included a start hint (5 s), a movie clip (4 min), a self-assessment period (45 s), 

and a rest period (15 s). EEG data was gathered from 62 electrodes, more comprehensive than the DEAP dataset, and was 

downsampled to 200 Hz with a bandpass filter applied from 0 to 75 Hz. Additionally, to evaluate the proposed network 

equitably, data were filtered from 4.0 to 45.0 Hz. The dataset categorizes emotions into negative, positive, and neutral labels, 

with values of -1, 1, and 0, respectively. Each film clip, tailored to provoke a distinct emotion, contributes to one of three 

emotional categories, ensuring five clips per emotion. During these experiments, EEG signals were collected using a 62-

channel system at a sampling rate of 1000 Hz [65]. Data preprocessing involved normalizing officially provided EEG signals 

by dividing each channel's raw signal by its maximum to standardize data distribution across input layers and converting data 

labels into one-hot encoding to transform categorical data into a unified digital format, aiding machine learning computations. 

 

4.2. Deep Neural Networks 

Due to the classification process, emotion classification researchers have utilized different methods, beginning with ordinary 

machine learning tools followed by deep learning methods [72]. Various classification methods have been used for emotion 

recognition, such as k-Nearest Neighbor [73] and Multi-Layer Perceptron [74]. A Support Vector Machine (SVM) and Linear 

Regression (LR) were used in [75], but recognition accuracy can be improved. In recent years, deep neural networks (DNN) 

[76] has been developed into one of the most effective and popular methods in many research fields [77,78,79,80,81]. 

Convolutional EEG emotion classification using the CNN method was also explored in the approaches of [76Nonetheless, the 

accuracy of emotion recognition achieved solely through the use of CNNs remains limited. In the work of [82], a deep 

learning framework consisting of the sparse autoencoder (SAE) and logistic regression was used to classify EEG emotion 

status. However, the reported accuracy is not high, and there are no comparative experiments to validate the results of the 

SAE [83]. Despite the great success of deep learning in AI applications [84,85], it suffers from a long training process and 

complex architecture. This is, especially, the case for large-scale data applications, in which more deep knowledge or better 

analysis leads to more complex design with huge dimensions [86,87]. In fact, these issues could impact sensitivity and speed-

dependent applications in everyday human activities, particularly in critical real-time systems. 

 

4.3. The Adam Optimizer 

Adam stands out as a top-tier optimization algorithm in model training due to its adaptive approach to learning rates for 

individual parameters, ensuring efficient progress. Analogous to navigating diverse terrains, Adam dynamically adjusts its 

speed based on the loss landscape, speeding up in simpler areas and slowing down in complex regions to find the quickest 

path to minimal loss in machine learning applications. At its core, Adam’s algorithm enhances gradient descent by 

incorporating moving averages of gradient moments, allowing intelligent learning rate adjustments for each parameter. By 

keeping track of unique learning rates for individual parameters and smartly adapting to data characteristics, Adam ensures 

efficient optimization, facilitating memory of past gradients to inform current parameter adjustments and dynamically 

adjusting step sizes based on gradient changes. The significance of Adam lies in its adaptive learning rates, which 

personalized scaling for each parameter update influences optimization efficacy, particularly in complex models. The 

algorithm is mathematically encapsulated in the flowing equations [88]: 

𝑔𝑡_
 =  𝛻𝜃 𝑓𝑡(𝜃𝑡−1) 

𝑚𝑡   =  𝛽1𝑚𝑡−1 + (1 − 𝛽1) 𝑔𝑡 

𝑣𝑡   =  𝛽2 𝑣𝑡−1   +  (1 −  𝛽2)𝑔𝑡
2                    (1) 

𝑚̂𝑡 =    𝑚𝑡 (1 − 𝛽1
𝑡)⁄  

𝑣̂𝑡   =   𝑣𝑡 (1 − 𝛽2
𝑡)⁄   

𝜃𝑡+1   =  𝜃𝑡   −  𝛼 𝑚̂𝑡 (√𝑣̂𝑡 +  𝜖)⁄  

Where: 
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𝑔𝑡 represents the gradient at iteration 𝑡 

𝑚𝑡  is the first-moment vector at time step 𝑡 

𝑣𝑡 is the second-moment vector at time step 𝑡 

𝑚𝑡 is the bias-corrected first-moment estimate of gradients 

𝑣𝑡 is the bias-corrected second-moment estimate of gradients 

𝜃𝑡+1 is the updated parameters 

𝛼 is the learning rate 

𝛽1 and 𝛽2 are exponential decay rates 

𝜖 is a small scalar added for numerical stability 

These equations showcase Adam's meticulous approach to parameter adjustments and adaptive learning rates, highlighting its 

effectiveness in optimizing complex models efficiently. 

 

5. Experimental Setup and Results 

The SEED dataset, originally comprising 8100 records with 2760 attributes across three emotional classes (positive, neutral, 

and negative), underwent rigorous data preprocessing regimen to prepare it for the DNN model. To provide an approximate 

distribution of the 2760 input features in the SEED dataset across different feature groups, we made a rough segmentation for 

the feature vector based on five categories used in EEG feature selection for emotion recognition as follows:  

1. Time Domain Features: Assuming a modest set of 4 basic statistical features (mean, standard deviation, skewness, kurtosis) 

per channel, and considering EEG datasets often use 32, 64, or more channels.  

2. Frequency Domain Features: including power spectral density in various bands (Delta, Theta, Alpha, Beta, Gamma). 

Average band power is calculated for 5 frequency bands each, (assuming 32-64 channels). 

3. Time-Frequency Domain Features: More detailed features derived from wavelet transform assuming similar number of 

features per band as in the frequency domain, but with additional granularity.  

4. Connectivity Features: Can significantly increase the feature count with a higher number of channels. A subset of these 

pairs is considered for 64 channels.  

5. Higher-Order Features and Nonlinear Dynamics Features: This features category is less numerous but more complex. Ten 

features per channel are selected 

including entropy measures, Hjorth parameters, and others. Table 1 and figure 3 summarize the features types and the 

approximate range of features count per category. 

The second step involved cleaning the dataset to remove any corrupt or irrelevant data entries, ensuring the integrity of the 

analyses. Subsequent normalization was applied to each feature, scaling the data to a common range and reducing potential 

bias due to differing scales. 
Table 1. EEG feature extraction categories and counts 

 
Feature Category Description Count 

Time Domain  Basic statistical 

measures 
160-320 

Frequency Domain  Average band power 160-320 

Time-Frequency 

Domain 

Wavelet transforms with 

additional granularity 

320-960 

Connectivity Features Correlation between 

pairs of channels 

500-1000 

Higher-Order Features 

and Non-linear 

Dynamics Features 

Entropy measures, 

Hjorth parameters, and 

others 

160-640 

 

Fig. 3. The distribution of feature types across different categories 

 

Furthermore, feature selection techniques were employed experimentally based on the previous analysis to reduce the 

dimensionality of the data from 2760 attributes to 875. The features were meticulously selected and ranked based on their 

contribution to the model's performance, ensuring a comprehensive analysis of the EEG signals. Time domain and time-
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frequency domain features are typically critical for capturing essential signal characteristics, while connectivity features 

provide insights into the interactions between different brain regions. Higher-order features and non-linear dynamics add 

further depth to the analysis but may not be as consistently impactful across all models. This approach allowed the model to 

effectively capture and interpret the complex patterns associated with different emotional states. This reduction not only 

alleviates the computational burden but also enhances the model's ability to generalize by focusing on the most informative 

features. As demonstrated in Table 2, the prepared dataset was divided into three distinct subsets to facilitate a robust training 

and evaluation of the model as follows: 70% of the data, amounting to 5670 records, was used for training the model, 

allowing it to learn and adapt to the patterns of emotional classification, and 20% of the data, which includes 1620 records, 

was reserved for validation. This subset helps in tuning the model parameters and preventing over-fitting by providing a 

platform to assess model performance during the training phase. The remaining 10%, or 810 records, constitute the testing set 

used to evaluate the model's performance. This final assessment is crucial as it provides an unbiased evaluation of how well 

the model generalizes to new unseen data. The network was configured as depicted in figure 4, featuring a multi-layer 

architecture designed to effectively capture and analyze the complexities inherent in EEG data. The specifics of the learning 

parameters are detailed in Table 3. The model employs the Adam optimizer, known for its efficient handling of sparse 

gradients and adaptability. The learning rate was initially set at 0.001, with a gradient threshold of 0.9 to maintain stability in 

weight updates. The network was trained for up to 1000 epochs, with a mini-batch size of 50, optimizing both the learning 

pace and computational efficiency. 

 

 

 

 

 

 

 

 

 

 

 

 

 

The training and validation loss decreased consistently aligning with increases in accuracy, which is indicative of effective 

learning and model convergence. Figure 5 displays the progression of training and validation accuracy over epochs for the 

DNN model. The model was efficient in terms of computation, with training times due to the reduced feature set and 

optimized network parameters. The testing accuracy closely matched the validation accuracy, which reflects to the model’s  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
                                                                               Fig. 4. DNN architecture for emotion detection 

 

 

ability to generalize beyond the training data to new, unseen datasets. In the evaluation of the emotion recognition model, four 

key categories are essential to evaluate the model's accuracy in distinguishing between emotional states, see Table 4. Table 5 

displays the classification outcomes for predicting emotional and non-emotional states, highlighting the four categories, which 

are essential for assessing the precision and recall of the model. 

 

 

 

 

 

 

Table 2. Distribution of the SEED dataset for the emotional states 

Emotion 
Status 

Training Validation Testing  

# % # % # %  

Happy 1873 23.12 537 6.63 290 3.58  

Sad 1879 23.19 538 6.64 273 3.37  

Natural 1918 23.67 535 6.60 247 3.05  

Total 5670 70 1610 20 810 10 
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Table 3. Configuration parameters of the DNN model 

Value Parameter Type 

Adam Optimizer 

DNN 

0.001 Initial Learn Rate 

0.9 Gradient Threshold 

0.99 
Learn Rate Drop 

Factor 

5 Validation Frequency 

1000 Max Epochs 

50 Mini Batch Size 
 

  

 

Fig. 5. Training and validation accuracy over epochs 

 
Table 4. The essential key categories to evaluate the model's accuracy  

 

Predicted Negative Predicted Positive Class 

Predicted Emotion as 

Normal (FN) 

Predicted Emotion 

as Emotions (TP) 

Class of Emotion 

(Positive) 

Predicted Normal as 

Normal (TN) 

Predicted Normal 

as Emotions (FP) 

Class of Emotion 

(Negative) 

 Table 5. Classification outcomes for predicting emotional states 

Predicted Negative Predicted Positive Class 

10 553 
Class of Emotion 

(Positive) 

246 1 
Class of Emotion 

(Negative) 

 

Across the different phases training, validation, and testing the model consistently achieved high accuracy levels, nearing 

98.4% on the test set, indicating a well-tuned model that generalizes well across different subsets of data. Figure 6 categorizes 

the correct and incorrect classifications for three emotional states across training, validation, and testing phases, detailing both 

counts and percentages to thoroughly assess model accuracy and consistency. 

For a rigorous evaluation of our model, a comprehensive account of performance metrics across three distinct data 

partitions—training, validation, and testing is presented in Table 7 and figure 7. A detailed explanation of each evaluation 

metric, illustrating it equation is provided in Table 6. This structured approach allows for a precise assessment of the model 

accuracy, robustness, and generalization capabilities across various emotional states. The model exhibited a sensitivity and 

specificity above 98%, reflecting its ability to identify positive and negative classes accurately without significant confusion. 

Figure 8 shows the ROC curve and AUC, which reflects our model's ability to maintain high sensitivity while minimizing the 

false positive rate, a testament to its precision in classifying the emotional states accurately.  
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Total 
Classes 

Confusion 

Matrix 
3C 2C 1C 

% # % # % # % # 

100 1873 0 0 0 0 100 1873 Training 

1
C 

C
la

ss
es

 

97.21 537 2.07 14 0.19 1 97.21 522 Validating 

98.28 290 1.72 5 0 0 98.28 285 Testing 

100 1879 0 0 100 1879 0 0 Training 

2
C 97.08 548 0.17 9 97.08 532 1.3 7 Validating 

97.44 273 1.83 5 97.44 266 0.73 2 Testing 

100 1918 100 1918 0 0 0 0 Training 

C
3
 

99.44 535 99.41 532 0.19 1 0.37 2 Validating 

99.59 247 99.59 246 0 0 0.41 1 Testing 

98.4 8100 
100 1918 100 1879 100 1873 Training 

Total 99.41 532 97.08 532 97.21 522 Validating 

797 810 
99.59 246 97.44 266 98.29 285 Testing 

 

                                                  Fig. 6. Detailed confusion matrix for multi-class emotion recognition 

 
 

We note that all the experiments and analyses were conducted using MATLAB version R2023a. The implementation was 

carried out on a system with an Intel(R) Core(TM) i5-5200U CPU @ 2.20GHz, 8.00  GB RAM, and a 64-bit Windows 10 

operating system with an x64-based processor. 

 
6. Discussion 

It is clear from the experimental results that the model's exceptional performance is evident from the detailed analysis of the 

classification accuracy across different emotional states using various metrics, as illustrated in Tables 5, 7 and figures 5, 6, 

and 7. Figure 8 includes insights from the ROC curve and AUC, which affirm the model's superior classification performance. 

The ROC curve demonstrates the model's capability to maintain high sensitivity without compromising specificity, a critical 

factor in medical and psychological applications where the accurate classification of emotional states is paramount. These 

elements provide a comprehensive view of the model’s capabilities in emotion recognition, using artificial intelligence 

techniques. Figure 4 and Table 7, which present the basic architecture and the corresponding performance metrics, 

respectively, highlight the model's ability to achieve high accuracy levels consistently across training, validation, and testing 

phases. This indicates a robust model that generalizes well to new data, an essential characteristic for practical applications. 

Figure 5, which depicts the training and validation accuracy over epochs, shows rapid convergence of the model, suggesting 

that the learning rate and other hyper-parameters were well-tuned to the task. This figure underscores the computational 

efficiency and effective learning rate adaptation, facilitated by the Adam optimizer and other training parameters as detailed in 

Table 3. The advanced metrics reported in Table 6 and visualized in figure 7 demonstrate the model's precision in 

distinguishing between different emotional states. The high F1-Scores across all categories, combined with low FPR and 

FNR, reflect the model’s ability to balance sensitivity and specificity effectively. Furthermore, the comparison of these results 

with previous works from 2019 to 2024, as summarized in Table 8, shows that the current model outperforms earlier 

approaches, achieving higher accuracy and robustness in emotion classification. This comparison not only validates the 

efficacy of the current model but also highlights the improvements made over previous methodologies. Finally, it is 

noteworthy to mention that the combination of an optimized DNN architecture, feature selection, diverse training data, and a 

rigorous evaluation process has led to the significant improvements in accuracy and robustness of the proposed model over 

previous approaches. These enhancements make the model highly suitable for practical applications in emotion recognition 

and related fields. 
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Table 6. Explanations and equations of each evaluation metric 

 

Metric Description Equation 

ACC Accuracy ( ) ( )TP TN TP TN FP FN+ + + +  

PPV Precision and positive predictive value ( )TP TP FP+  

TPR 
Recall, sensitivity, true positive rate, and detection 

rate 
( )TP TP FN+  

FNR Miss rate and miss false negative rate ( )FN TP FN+  

TNR Specificity, selectivity, and true negative rate ( )TN FP TN+  

FPR False alarm and false positive rate ( ) FP FP TN+  

F1 Score F1 Score and F Measure ( ) ( )2 PPV TPR PPV TPR +  

AUC The area under the curve or area under the ROC curve 

ROC A graph where the x-axis and y-axis represent FPR and TPR, respectively 
 

 

Table 7. Detailed performance evaluation metrics for the proposed model across training, validation, and testing phases 

 

 

 Emotion Type 
 

All Classes C3 C2 C1 

100 100 100 100 Training 

A
C

C
 

M
et

ri
c 

98.4 98.4 98.35 98.52 Validating 

98.64 98.64 98.76 99.01 Testing 

100 100 100 100 Training 

P
P

V
 

95.86 95.86 99.63 98.31 Validating 

96.09 96.09 100 98.96 Testing 

100 100 100 100 Training 

T
R

P
 

99.44 99.44 97.08 97.21 Validating 

99.6 99.6 97.44 98.28 Testing 

0 0 0 0 Training 

F
N

R
 

0.56 0.56 2.92 2.79 Validating 

0.4 0.4 2.56 1.72 Testing 

100 100 010  100 Training 

T
N

R
 

97.88 97.88 99.63 99.17 Validating 

98.22 98.22 100 99.42 Testing 

0 0 0 0 Training 

F
P

R
 

2.12 2.12 0.37 0.83 Validating 

1.78 1.78 0 0.58 Testing 

100 100 100 100 Training 

F
1
S

co
re

 

97.61 97.61 98.34 97.75 Validating 

97.81 97.81 98.7 98.62 Testing 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 7. The performance of the proposed model across the evaluation metrics 
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                                                     Fig. 8. Classification outcomes for predicting emotional states 

 

 

 

7. Conclusion 

This study's comprehensive exploration of electrochemical-based EEG brain signal recognition using deep learning 

techniques has culminated in the development of a robust model that achieves a classification accuracy of 98.4% on the SEED 

database. Our findings underscore the model's capability to interpret complex neurological data effectively, facilitating 

advancements in both theoretical and applied neuroscience. Given the model's high accuracy and efficiency, we recommend 

its integration into clinical diagnostic processes, particularly for conditions that involve nuanced emotional assessments such 

as depression or anxiety disorders. Developers should consider implementing this model within real-time monitoring systems 

for patients with neurological disorders, providing ongoing, dynamic insights into patients' emotional states that can enhance 

therapeutic outcomes. Further collaboration between neuroscientists, psychologists, and AI specialists is recommended to 

refine the model's applications, ensuring it meets the varied needs across different fields such as cognitive science and 

psychiatric research. Future studies should include a broader array of EEG datasets, including those with more diverse 

demographic backgrounds and varying emotional states, to test the model’s generalizability and robustness across different 

populations. Investigating alternative neural network architectures or advanced optimization algorithms might yield 

improvements in model efficiency and performance, particularly in minimizing false positives and negatives. There is a 

potential to enhance model accuracy further by exploring more sophisticated feature extraction techniques that could provide 

deeper insights into the subtle nuances of EEG signals. Developing interdisciplinary models that incorporate cognitive and 

physiological parameters could provide a more holistic understanding of brain functions and emotional responses. As AI 

continues to intersect more with healthcare and personal data, it's crucial to prioritize ethical considerations and privacy in 

future models to protect patient information. By addressing these recommendations and exploring the suggested avenues for 

future research, the field can continue to advance our understanding and capabilities in using artificial intelligence for EEG 

signal analysis and brain function interpretation. 
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Table 8. Comparison of classification accuracies illustrating significant advancements and the superior performance of our current model 

 

No. Reference  Year of Publication Accuracy 

1 [35] 2019 76% 

2 [33] 2020 78.3% 

4 [18] 2020 96.77% 

5 [26] 2023 97.20% 

6 Our work 2024 98.40% 
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