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Abstract

One of the most crucial issues in life testing is statistical
prediction, which has also been used in business, engineering,
medicine, and other fields. When more information are available,
a better choice will be promoted. When projecting business
results, prediction is used to save time, effort, and money. The
predictor might be either a point predictor or an interval predictor.
The main aim of this research is to investigate the two-sample
prediction problem from the odd generalized exponential inverted
Weibull distribution based on Type Il censored samples.
Furthermore, point and interval predictions for future order
statistics using non-Bayesian, Bayesian, and E-Bayesian models
are looked at. Future order statistics point and interval projections
are also offered using conditional, maximum likelihood,
Bayesian, and E-Bayesian techniques. The Bayesian and E-
Bayesian predictors are based on two different loss functions: the
balanced squared error loss function, which is symmetric, and the
balanced linear exponential loss function, which is asymmetric.
The predictors are derived using uniform hyper prior distributions
and gamma prior distributions. Results have been applied to real
data sets (such as the COVID-19 death rate in different countries)
as well as simulation studies to show the flexibility and potential
applications of the distribution.

Keywords Odd generalized exponential inverted Weibull
distribution; Type-Il censored samples; Two-sample prediction;
Non-Bayesian; Bayesian and E-Bayesian prediction.

Introduction

Growing interest in prediction, which is important in many
domains, has been observed during the past few years. For
instance, in the business world, an experimenter might attempt to
estimate the lifespan of a future unseen unit using data from the
current sample.

In order to make their items the center of consumers' attention
and to achieve their desires, the experimenter or producer
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introduces their products to the market with more palatable
warranty terms. A fundamental statistical issue is the prediction
of future observations using past and present data. This issue
arises in a variety of situations and has a wide range of solutions.
Prediction techniques have been used for a variety of reasons by
statisticians, engineers, and other applied sciences. One and two-
sample predictions are frequently used. The prediction and its
applications were examined by numerous scholars. For instance,
with a Type-Il censoring scheme, Kundu and Howlader (2010)
deduced a Bayesian prediction for the inverted Weibull
distribution. AL-Hussaini and Al-Awadhi (2010) constructed
Bayes two-sample prediction and interval predictors of
generalized order statistics. When the lifetime distribution of the
experimental units is assumed to be a generalized exponential
random variable, Asgharzadeh and Fallah (2011) proposed the
problem of estimation and prediction for a family of
exponentiated distributions. Valiollahi et al. (2017) obtained the
maximum likelihood (ML) and Bayesian prediction (point and
interval) of a future observation based on Type-I, Type-Il, and
hybrid censored samples.

Dey et al. (2018) introduced the one and two-sample
prediction of the future samples for a weighted exponential
distribution with Type-1l progressive censoring. Additionally,
Faizan and Sana (2018) considered prediction intervals for future
observations of the two unknown parameters of Chen distribution
based on upper record value. Abd EI-Raheem (2019) investigated
the intervals and one-sample Bayesian prediction of the
generalized half-normal distribution under progressive Type-II
censoring. Using the Bayesian methodology of the Topp Leone
(TL) family of distributions, Arshad and Jamal (2019) forecasted
future record values. Additionally, Okasha et al. (2020)
developed the Bayesian and E-Bayesian prediction (point and
interval) based on observed order statistics using two samples
from a two-parameter Burr XII model using Type-1l censored
data. AL-Dayian et al. (2021) applied the two-sample prediction
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method to obtain the conditional ML, Bayesian and E-Bayesian
prediction treats (point and interval) for future order statistics of
the modified TL-Chen distribution based on progressive Type-1I
censored samples. Moreover, they obtained the predictors under
symmetric and asymmetric loss functions assuming gamma prior
density.

The Bayesian approach the unknown parameters as random
variables and relies on knowledge about the parameters already
known. Symmetric and asymmetric loss function functions are
used to construct the Bayes estimators of the parameters.

Han (2007) introduced the expected Bayesian (E-Bayesian)
estimation method which is very simple and it’s a special Bayesian
method used in the area related for the life testing of products with
high reliability, small sample size, or censored data. It is now more
widely accepted. The E-Bayesian approach was widely used by
researchers to analyze a variety of distributions, for instance Reyad
and Ahmed (2015), Gupta (2017), Han (2019), Algarni et al.
(2020), Han (2020) and Rabie and Li (2020).

This paper discuss the odd generalized exponential inverted
Weibull (OGEIW) distribution. The estimation based on Type-1I
censored samples and predicting future observations have not
been studied in all the previous literature. The main objective of
this paper is driving the prediction of the future observations from
the OGEIW distribution. The two-sample prediction technique is
used. Point and interval predictions are discussed using the ML,
Bayesian, and E-Bayesian methods. The Bayesian and E-
Bayesian predictors are considered based on two different loss
functions, the balanced squared loss (BSEL) function; as a
symmetric loss function and balanced linear exponential (BLL)
function; as an asymmetric loss function.

The outline of the paper is as follows: in Section 2, presents
a brief summary of the OGE-IW(a, g, {)distribution and
descriptions of the main its properties. The maximumlikelihood
(ML) estimators of the parameters from the OGE-
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IW(a, B, {) distribution based on Type-1l censored samples are
derived in Section 3. The conditional prediction (point and
interval) is used as a non-Bayesian prediction for a future
observation of the OGE-IW(a, §, {)distribution based on two-
sample prediction scheme are obtained. In Section 4. Bayesian
estimation and the description of the balanced loss functions are
presented. In Section 5. Bayesian and E-Bayesian prediction
(point and interval) for future observation of the OGE-
IW(a, B, ) distribution based on two-sample prediction is
studied in Section 6. A numerical example is given to illustrate
the theoretical results and an application using real data sets are
used to demonstrate how the results can be used in practice in
Section 7. Finally, general conclusion is presented in Section 8.

Y. Odd Generalized Exponential Inverted Weibull
Distribution

The inverted Weibull distributions have great importance
due to their applicability in many areas such as engineering
discipline of reliability, biological sciences, life test problems,
medical, etc. The inverted Weibull distribution can be used to a
diverse model of failure characteristics, such as infant mortality,
age of production, and periods of erosion. The inverted Weibull
distribution can also be used to determine the cost-effectiveness
and maintenance periods of reliability centered maintenance
activities.

Hassan et al. (2018) constructed a distribution with three
parameters and presented some mathematical statistical
properties of OGE-IW distribution such as quantile function,
mode, moments, probability-weighted moments, incomplete
moments, stress-strength model, moments of residual life
function, and Reényi entropy. Also, they provided graphical
illustrations of the dimensions of OGE-IW distribution and
estimated the parameters using the ML method based on
complete samples.
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Assume a random variable X that follows the OGE-I1W
distribution, denoted by X~OGE-IW(«a, £, {). The pdf, cdf, sf,
hrf and rhrf of OGE-IW distribution are respectively written as:

£ ®) = apgx 1o P (1 - e F ) Texp [~ (s )]
x> 0; (¥>0), (1)

and

F(x;¥)=1—exp [— (;)], x> 0;(¥>0), (2)

eBx™%_q

where ¥ = (a, B,{), a, B are the shape parameters and ¢ is the
scale parameter.

The pdf of OGE-IW distribution can be symmetric, unimodal and
right skewed. For & =2, the OGE-IW (¥)distribution reduces to
a new model named as odds generalized exponential inverse
Rayleigh distribution. For a = 1, the OGE-IW (¥)distribution
reduces to another new model named as odds generalized
exponential inverse exponential distribution.

The sf and hrf of OGE-IW (¥)distribution are, respectively,
given by

s(x; W) = exp [— (ﬁ)], x> 0; (E > Q), 3)

h(x; 2) = ((xﬁx—a—le—ﬁx—a(l — e—ﬁx_“)_z,x > 0; (g > g), (@))]

and
aﬁfx_“_le_Bx_a(l—e_ﬁx_a)_z

[P (Gpetey)
The plots of the pdf, hrf and rhrf of OGE-IW () distribution

are provided for different values of parameters in Figure 1 and
Figure 6.

rh(x;¥) = ,x>0; (¥>0), (5
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Figure 1 Figure 2

Figure¥ Figure ¢
The plots of the probability density functions at different values
of the parameters

== ai=2,p1=.5,A1=5
a2=16,62=2,02=15
a3=6,83=1,43=1.9
ad=16,04=.2,Md=5
a5=16,65=1,45=3
afi=.5,B6=1,A6=4.6

—eee- at= 89 f1=5 Medd
—— 2= 16,82=2,241.5
i 6,041 0119
— af= 16 fd=2 M=5
—— a5 16,51 4508
e 5=t =45

Figure 5 Figure 6
The plots of the hazard rate function at different
values of the parameters

From Figure 1-4 displays OGE-IW (W) pdf for selected values
of the parameters, where one can observe that the pdf of OGE-
IW (W) distribution can be decreasing, unimodal or decreasing
unimodal, and skewed to right (positive skewed). Also, from
Figure 5-6 one can see that the plots of the hrf are a monotone
decreasing, positive skewed and constant. This fact implies that
the OGE-IW (¥)distribution is a flexible reliability mode and
very useful for fitting data sets with various shapes. [For more
details, see, Hassan et al. (2018)].
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3. Estimation of Odd Generalized Exponential
Inverted Weibull Distribution

In this section, the unknown parameters of the OGE-IW (%)
distribution can be estimated using the ML method based on
Type-II censored sample.

Suppose that X1y < X5y < -+ < X is a Type Il censored
sample of size r obtained from a life-test on n items whose
lifetimes have an OGE-IW (&) distribution. Then the likelihood
function (LF) in this case is given by (6) that is

L(¥;x) = C{ITiea f (s )} [sCeerys 0] (6)
where
€=t (7)

Y =(ap 0 and f(xg; ¥), s(xey ¥) are respectively
given by (1) and (3).

By substituting (1) and (3) into (6) yields, the LF of OGE-IW (g)
distribution is given by

L(®52) o (@B Ty [ e (1 — e77) "exp

GEE))) X [exo - ()] ©)

The natural logarithm of L(‘}I x) is given by
¢ <rin(a) + rin(B) +1In({) — (a + 1) z Inx; — B Z x; *

— {zl(W) 2y ln(l—e‘ﬁxl )

~(n=n)in (G5 ©)
The ML estimators of W can be obtained by differentiating £ in
(9) with respect to a, f and ¢ and then setting to zeros. Hence

St e LU AU
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a¢ T ~ r s
o=zt X+ 4 ), % %nx
fﬁxi_alnxieﬁx;a B “lnxie P "
-3 o | -2k | B
<e/§xi —1) (1—e‘ﬁxi >
(eﬁxr_a—1)ﬁxr_alnxreExT_a
+(n—r) ; =0, (12)
and
. g . @
%_z_zr:x_a+ r {xl eﬁxi
ap B ! P 2
b o i=1 (eﬁxi - 1)
—a —Bxl_a
-2 Zr_l Xi e -
o\
<eBx?"_al—1)36,«“7‘63";a
—(n—-r) 7 =0. (12)

The solution of the system of non-linear Equations (10),
(11) and (12) can be solved numerically using Newton-Raphson
method, to obtain the ML estimates of the parameters a, 8 and ¢.

4. Non-Bayesian Prediction for Odd Generalized
Exponential Inverted Weibull Distribution Based
on Two-Sample Prediction.

In this section, the conditional prediction (point and
interval) for a future observation Y, of the OGE-
IW (¥)distribution based on Type Il censored data under two-
sample prediction method are discussed.

Considering that X1y < X() < - < X( are the first r ordered
life times in a random sample of n components Type Il censoring
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whose failures times are identically distributed as a random
variable X’s having OGE-IW( ¥) of distribution; informative
sample, and that Y(;),Y), ..., Y is @ second independent
random sample of size m of future observables from the same
distribution, the future sample. Our aim is to predict the s* order
statistic in the future sample based on the informative sample.

For the future sample of size m, let Y5 denotes the st" order
statistic,1 < s <m, the conditional density function of Y,
given the vector of the parameters ¥ , just by replacing x(; by
Ys) as follows is given by

h(y@|®) = DO[F (v ¥ [1 = Flyw[®)]"

F(|P), Y(s) >0 (13)
where s is the order statistic of the predicted future observation in
the future sample,

m\ _ m! _ 1
D(s) =s(3) = GoDIm=s)! — Bomsr1y 4
s=12,..,m, (14)
Using the binomial expansion, for the term
[1-F(ye|®)]"", yields then it can be expressed as follows
=S ) —S gl
[1-Fe)]™™ = 2525 (%) CLA[Five)] ™
Then, the h(y | ¥) in (13) is expressed
h(yol®) = DO (v [¥) 2825 (%) DA [F (e [ (15)
Substituting (1) and (2) in (15) yields
h(y(5)|£) = ,
0o & ym—s (m—s aBgtat r(y+2+4;
D() T8, 000 i E0T5 (757) (- 1fares ST
15-BY(s) *(L2+£3+1) RO
XY(o "TeT O TRTRTEX [1 —exp—¢ (1—e—ﬁy(s)_a>] '

(¥ > 0), (16)

By using binomial expansion
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e_ﬁy(s)ia
1—exp— —Fpo ==
p—¢ o P

S+#1—1

s+f1-1
DX R

‘€4=0

_ﬂ S—u
e PV )’ (17)

X exp — {4, (—1—e_ﬁy o
Also, by using the exponential expansion

O @e)'s (PO
e . e
exp— g0, () 3 oy S (N

1-e P~
then
e-ﬁ)’(s)_“ s+f1-1
- -<(+5 )
s+0,—-1 o

—a 1
s+ — 1) (G4)"s ( e Fr® ) °

4, ! \1—e PYe™™

- Z i z (—1)a+ts (

{)4=0 {’5:0

For real value of 3, using the binomial expansion
oo

-8 — E i (iBrim1) i N TB+)
(1+2) (-1) ( ..... i )z ijo RO
i=0

lz| <1,8>0  (19)
for |z | <1 and gis a positive real non — integer.

s+€,—-1

Then, the previous [1 - exp - ¢ (%)} is written as
follows
e_By(s)_a s+f,—1
[1 —exp—( <—1 ~ e‘ﬁy(s)_“>]
s+f1-1 © ,
= )Y D (5 + o - 1) (§4)"s (86 + £5)
2220 £6,05=0 4 ts! T'(f5)4!
X exp — By~ “(£e + s). (20)
Substituting (20) in (16) yields
h(ye|¥) =

© s+€1-1gm-s (m-s) (s+f1-1 Ly +Ey+8,+E
D(S)Z(fslgé,gz,ﬁ:o)zhzo Zflzo({)l)( {;4 )(_1) 1TR2TR4TES
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aBglsttat1e,’s r(0,+2+£5) r(¢s+t;)
£y10516! T'(£y+2)¢53! r(es)es!
x y(s)—0{—1e—ﬁy(s)—d({’2+£’3+1+{’6+{’5) Vs > 0; (2 > _0)’ (21)
So that, (Y1) can be written as

h(ye|¥) = Zai D2 (0,054 L5405+ 5426) (G B E)
a=1,=B (¢, +f3+1+£6+{’5)y(s)'“_

Vi) > 0; (¥ > 0), (22)
where 92(£1+£2+£3+£4+£5+£6) (a, B,¢) is a constant and

XYis)

D2 (0 +ty405 40440546 (G B )
D(s) (m_s) (Swl_l) (_Df vHlotbatls qpelstiavip, s (g, 42+8) (et
fl ‘E4- f2|£5'[6| F(£’2+2){’3' 1"(4’5)4’6!'

and
Se” = g tetts=0) Seyet  Lhizo i (23)

The conditional density functions of y4)is given by (22),
can be used to find both the conditional point and interval
predictors of y.

The conditional predictor (CP) (point and interval) for a
future observation Y(y), given the informative sample of the OGE-
IW( W)distribution based on two-sample prediction scheme are
derived.

Assuming that the parameters W are unknown and
independent, then the CP of y(,) given @, can be obtained using
the conditional pdf of the st"order statistic of the future sample,
and by using the invariance property of the ML estimators, the
vector of the parameters ¥ = («, 3, )’ will be replaced by their
ML estimators ay, B, {ui, Which was obtained from (10)-(12)
as follows:
hl(y(5)|gML) =Qai QZ(€1+£2+£§+£4+£5+£6)(&'B' f) X
y(s)—b?—l e—E(€2+£3+1+£’6+g5)y(s)—a’ Yo > 0; (Z)ML S 2)’ (24)
where

Q200 1 0,400,40,400000) (@ B, C) is aconstant and
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D20, 40, 40540,+05+05) (BB C)

_ m—s s+{’1—1

=0 () (2

apetsttatip,’s r(o,+2+405)  r(tg+e,) (25)
£,105186! T(£p+2)83! ° r(e)eg!”

0+ byt +Es
)

a. Point prediction based on conditional prediction
The CP of y)for a future observation of the OGE-

IW(W) distribution based on Type Il censoring samples can be
derived using (24).

Assuming that the parameters ¥ are unknown and
independent, then the CP of y () as follows:

y(s)(ML) = E(y(s); Pu1)
- fy(s) Vo) ()| Pur) dys)

_ yreen —@ o =B (bptls+1+6+85)y (s "
= Zai fY(s) Vi) I Xe B (L2443 6+5)Y(s)

X (€1+£’2+£’3+£’4+£’5+£’6)(&'ﬂ' ) dy(s)
=Xai Q3(€1+#2+€3+#4+#5+€6)(a':B'()' (26)
where

Q3(€1+€2+€3+#4+€5+€6)(a’ p.0)

_ f -@ e—E(£2+€3+1+{’6+£’5)Y(s)_a
Y(s)

X QZ(f1+f2+f3+f4+f5+f6)(&'B'5) dy(s)- (27)
and D(s), s are defined in (14)and
is given by (25) and Y55 £l s

Y(s)

0 L1+ +L3+L,+05+E0) (&' B' {A)
given by (23).

Numerical method can be used to obtain ¥, in a closed form.
Special cases of the conditional predictors, 3 ), are:

e If s=1,in (26), one can predict the minimum observable,
Y(1), Which represents the first failure time in a future sample
of size m.
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e |If s=m, in (26), one can predict the maximum
observable,Y,,), which represents the largest failure time in
a future sample of size m.

o Ifs= mT“ in (26), one can predict the median observable if

misodd, Y(m_-!—l) which represents the median failure time in
2

a future sample of size m.

b. Interval prediction based on conditional prediction

A (1-1)100 % conditional predictive bounds
(CPB) for the  future  observation 1y,  such
that P((Ls1 (%) < ¥(s) < Us1(x))|x) = (1 — 1), where,
the lower and upper bounds Lg;(x), Us;(x)) can be
obtained by evaluating from, In general are as follows:

P((J’(S) > Lg, (K))l&) = fLO;(E) hy (}’(5) ?ML) 4y (s)
=1-- (28)

and

P ((J’(s) > Us, (E)) |£> = f[;x;l(ﬁ) hy (3’(5) ?ML) 4y ()

=-. (29)
Substituting (24) in (28) and (29), then the CPB are obtained as
given below:

P(0) > Lss@)|2,,,) = D). i D2y vt vsresstsre (@ B:0)

—a-1 ,—B (p+3+1+86+05)Y() C
e 2113 6 (s) dy(s)

=1-- (30)
and
P00 > Usi@D|2,,) = D) Bii™ e ve, 1010 @B D

o @1 =B Pyt 1+L6+05)y e "
X fUm(E) y(s) € © dy(s)

=7 (31)
where (s), s are defined in (14) and  Qz, 4y 1 vsipron(@B.0)

is given by (25) and ).7:** . is given by (23).
The Scientific Journal for Economics & Commerce 235



Two-Sample Prediction of .. .Asmaa Abdelazim Mohamed  Accepted Date 8 /6 /2024

Equations (30) and (31) can be solved numerically.

5. Bayesian Estimation Based on the Balanced Loss
Function

In this section, the Bayesian estimation of the OGE-
IW (¥) distribution can be obtained based on Type-1I censored
sample and balanced loss functions.

5.1 Bayesian estimation

Let X1y < X(2) <, ..., < X() denote Type Il censored
sample of size r obtained from a life-test on n items with lifetimes
from OGEIW(¥) distribution.

Considering the prior knowledge of the vector of
parameters ¥ = («, B,{)’, is adequately represented by gamma
priors are assumed as independent prior distributions for the
parameters Then the joint prior distribution of all the unknown
parameters has a joint pdf given by

x(®) = (), @)
where

¥, ~ gamma (a;, b;) and a;, b; are the hyper-parameters of the
prior distribution for

Jj = 1,2,3, with the following pdf

b;" _
m(¥j; @, by) = —F(]a-) W% exp(—b;¥)),
]

2] > g; (aj, bj) > g, ] = 1,2,3, (33)
where ¥; = @, ¥, = fand ¥; = ¢, ¥, ~ gamma (a;, b;),

Y = (a,(,{) . Then the joint prior distribution of all the
unknown parameters has a joint pdf given by

n(¥;a,b) o« (a7 p% 1¢% 1) exp[—(by a + by B + b3 )],
¥>0 (ab>0 (34
Combining the LF in (8) can be written as follows:
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L(¥]x) o (@p0)" exp [~a Zi_y In(xp)) - B Tiey %]
{ ¢
x exp [ (n = nin (5) — S (5

-2 ln(l - e‘ﬁxi_a)] (35)

and the joint prior distribution given by (34), then the joint
posterior distribution of the parameters, for ¥ = («, 8, ()’ can be
obtained as follows:

m(¥|x) « L(¥|x)n(¥; g b),
o« (aa1+r—1ﬁaz+r—1€a3+r—1) exp [—QZLNU(XQ‘)) —,3 Zlei—a]

Xexp[— Xzt (eﬁxl_;“—l) -2 Zlle ln(l - e—ﬁxfa)]

X exp [(n —71)ln (eﬁxr'“_l) — (bya+ by B+ b3 ()], (36)
The joint posterior distribution given by (36) can be written as
follows:

n(¥]x) = K, L(¥|x)n(¥; a.b),
= [(1 (aa1+r—1ﬁaz+r—1{a3+r—1) exp [_(ZZ{:l ln(x(i)) _ﬂzir:l xi—a]

xexp[—-X_, (ﬁ) —2Yin(1 - e‘ﬁ"i_a)]
X exp [(n —Min (%_1) — (bya + by B + bs ()], (37)

where K; is a normalizing constant.
Then

T T
K1_1 _ fg(aal-l-r—lﬁaz‘l‘?'—lqﬂg+T—1) eXp [_az ln(x(i)) _ﬁz xi_a]
i=1 i=1

X exp [ — iz (eﬁxl—;a_l) -2 ln(l —e a)]
x exp [(n = in (5t—) = (b + by B + b3 )| aw, (38)

where

Jo =TS sl ¥ = dadp di,and ¥ = (a,B,0). (39)

The marginal posterior distributions of the parameters,

Y = (a, B, () are obtained from (37) as follows:
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(¥ |x) = o n(Plx)ay, ) vj=123 (40)

The Bayes estimators for the parameters of the OGE-IW(¥)
distribution are considered under the BLF. The estimator of a
function using BLF is a mixture of the ML estimator, least
squares estimators or any other estimator and the Bayes estimator
using any loss function.

5.2 Balanced loss functions
Ahmadi et al. (2009) suggested the use of the balanced loss
function (BLF), which was originated by Zellner (1994), to be
of the form

F(P9)=wl(??)+(1-w) (V) (41)

where [(W, ®) is an arbitrary loss function, ¥ is a chosen target
estimator of W and the weight we[0, 1].

The BLF specializes to various choices of loss functions as a
symmetric loss function and as an asymmetric loss function such
as the absolute error loss, entropy, linear exponential (LINEX)
and squared error loss (SEL) functions and generalizes SEL
function.

The Bayes estimator of W, using the BSEL function is given by
Wpsg = w Py, + (1 — ) P, _ (42)
where Wy, is the ML estimator of W and Wi is its Bayes
estimator using SEL function. Also, the Bayes estimator using the
BLL function of W is obtained as follows:

Gy, = _71 Inf{w exp(—vPy,) + (1 — w) E(exp(—v¥) |x)},  (43)
where v # 0 is the shape parameter of BLL function.

Many authors used the symmetric and asymmetric
distributions to construct Bayes estimators for various other
distributions BLF. To learn more, [see Deniz (2006), AL-
Hussaini and Hussein (2012), Abushal and AL-Zaydi (2017)].

The Bayes and E-Bayes prediction are considered under the
BSEL function; as a symmetric loss function and BLL function;
as an asymmetric loss function.
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6. Bayesian and E-Bayesian Prediction for Odd
Generalized Exponential Inverted Weibull
Distribution based on Two-Sample Prediction.

This section, two -sample Bayesian and E-Bayesian prediction
of the future ordered failure, Y5, from OGEIW (W) distribution based
on Type Il censoring scheme is derived under two different loss
functions, the BSEL function; as a symmetric loss function and
BLL function; as an asymmetric loss function . Moreover,
credible interval of Y isobtained.

6.1 Bayesian prediction

In this section, Bayesian prediction (point and interval) for
a future observation y(y), of the OGEIW( ¥) distribution based
on two-sample prediction scheme are considered. Assuming that
the parameters W are unknown and independent, then the
Bayesian predictive density (BPD) of y given x based on
informative prior can be obtained, using the following equation

1(lx) = [uh(ye|¥) 7(¥lx)dY, v > 0 (¥ > 0), (44)

where 7(¥|x) ./, d¥ and h(y()|¥) are given by (37), (39) and

(22) respectively.
Substituting (37) and (22) into (44), then the BPD of 1y, given
x is given by

a(yelx) =K o™ [y 0" (@,8.9)

2(01 05+ 03+, +E5+Eg)

XY Tt x exp [~a Xl In(xq)
_ﬁZ‘{:l xi_a - ﬁ(fz + €3 + 1+ fs + {’S)y(s)_a]

Xexp[— {=1 (ﬁ) — 2271-;1 ln(l — e—ﬁxi_a)]
X exp [(n —1)in (W;a_l) —(bya+by,[ + b; ()] dy,

Y > 0; (¥ > 0),(45)
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where D(s), s are defined in (14),K, ~*is given by (38),f, , d¥

and ¥ are given by (39), X5 i is given by (23) and
Q**

20y +0y+2s 405 +25+05) BB C)
= D(s) (mﬂg_ 5) (5 + jl - 1) (=1)fa+ba+tatts
1 4
x r(f6+4’5). (46)

aal+rﬁa2+r({’5+{’2+a3+r€44’5 r(y+2+83)
L1051H6! r(£,+2)¢;3! r(es)eg!
a. Point prediction based on Bayesian prediction
The Bayes point predictor is derived under two types of loss

functions BSEL function and BLL function.

1. Balanced squared error loss function

The Bayes predictor (BP) for the future observation Yy, under
BSEL function can be derived using (42) and (45) as given below

X720, 40y+t405+25405) (@B C)
X exp [—aXi_; In(x@) -BXig %™ — B(£y + 43+
1+ 86+ €5)]yis)

X exp [— r (%) — 22:7:1 ln(l - e—Bx,-_“)]

i=1 L~
ePxi 1

x exp[(n = 1)in (=) = (bra + b, § + by )] d¥., (47)

eB"T_u—l
where J s mw), 1S the ML predictor for the future observation
Y(s) D (s), s are defined in (14), K, ~tis given by (38) , Yii i
is given by (23), 072, s vevsessesen (@ B0 1S given by (46) and

Jw.= Iy d pl . = dadp dg dyg). (48)
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2. Balanced linear exponential loss function

The BPE for the future observation Y, under BLL function
can be derived using (43) and (45) as follows:

X ) dy(s)
-1 ~

= 71n W exp(—vy(s)(ML)ﬁ

+(1— WK Xgi™ f& Q**2(£1+€2+€3+€4+€5+€6)(a' B9

X exp _[—a Yiiin(xpy) -BYii k™Y — By + 43+
T+ 46+45)ye)

X exp [ —vyi) — Xie1 (ﬁ) - 2% ln(l —
e—ﬁxi_a)] X y(s)—a—l

x exp|(n—r)in (ﬁ) — (bya+bf+b;O)]a¥., (49)
where Js)m1), 1S the ML predictor for the future observation
y(s) D (s), s are defined in (14), K, ~tis given by (38), X i
is given by (23)’9**2(€1+£’2+{’3+{’4+{’5+£’6) (a,B,Q) isgiven by
(46), [, and d¥, are defined in (48).

I. When s =1,in(47), (49), the BP of the first observation in
the future sample can be obtained.
1

I1. When the future sample size is odd and by setting s = %

in (47), (49), the BP of the median observation in the future
sample can be obtained.

[1l. When s =m, in (47), (49), the BP of the last observation in
the future sample is obtained.

b. Bayesian prediction bounds

A (1-1)100% Bayesian prediction bounds (BPBSs),
for the future observation 1y, , such that
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and upper bounds Lggq(x), Usgi(x)) can be obtained by
evaluating from (45), In general are as follows:

P((s) > Lsp1()|x) = thm(z) ho(yeo |2 ) dy =1 -7, (50)
and
P((Y(s) > USBl(K))'&) = flj:'Bl(E) hz(y(s)|£)dy(s) = %r (51)

Substituting (45) in (50) and (51), then the BPB are obtained
as given below:

Xy X exp [—a X In(xp) -BTio kY -
By + 5+ 142+ 2)y, 7]

x exp [ - X1, (;“_1) 237, ln(l - e—Bxi‘a)]

eBxi
x exp [(n—)in(55—) = (bra + b, B + by O awdy,
—1-1, (52)

and

Xy X exp [-aXiog In(xe) - BTz XY -
B(fz + £3 + 1 + fﬁ +f5)y(s)_a]
—_ T' ; _ ‘r _ _Bxi—a
X exp [ i=1 (eﬁxi_a—l) 2 Zl:l ln(l e )]

x exp [(n = in (55— = (br @ + b, f + by )] away
=2 (53)
where (s), s are defined in (14) , K, lis given by (38)
J i is given by (23) ,Q**2(£1+€2+{,3+£4+{,s+£6) (a,B,0) is

given by (46) , [ w, and ay, are defined in (48).

Equations (52) and (53) can be solved numerically.
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6.2 E-Bayesian prediction

This subsection, the E-Bayesian prediction (point and
interval) for a future observation y), of the OGEIW(¥)
distribution based on two-sample prediction scheme are obtained.

According to Han (2007), the hyper-parameters a; and b,
should be selected to guarantee that 7t(8;; a;, b, ), are decreasing
functions of ¥, (7 = 1,2,3).

The derivative of n(¥;; a;, b;) with respect to ¥; is given below

a
dm(Wja;b;) _ by
av;  T(g)

W% exp(—b,W,) [(a; — 1) — b,¥;],

=123, (54)
d m(¥;;a;b;)

aw;
means that = (¥;; a;, b, ) can be decreasing functions of ¥;.

for 0< a; <1 andb; > 0, then <0, which

The E-Bayes estimators of the parameters are obtained
based on three different distributions of the hyper-parameters a;

and b,. These distributions are used to investigate the effect of

different prior distributions on the E-Bayesian estimation of ;.
Assuming that the hyper-parameters a; and b; are

independent with bivariate density functions

nh(aj, b,) = nh(aj) T[h(bj), =123 h=1.2,..,6. (55)

Then, the bivariate uniform hyper prior distributions are:

nh(af,b.)zz(qf_;"f), 0<a;<1,0<b;<c; (56)
m(az b;) =
m(a, b;) =

0<a;<1, 0<b;<c (57)

|N<~:|H

, 0<a;<1, 0<b; <c; (58)

c?
7
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The E-Bayes estimators of ¥; (expectation of the Bayes
estimators of ;) can be derived as follows:

Bi55 = En, (¥;5(a,b;)) = [f, Ba (. b;) m(a;,b;) day dby,
i=12,3h=12,..6, (59

where E., (A =1,2,..,6) stands for the expectation of the
bivariate hyper prior distributions, D is the domain of the function
mn(a;b;) and ©;5(a;,b;) are the Bayes estimators of the
parameters ¥, 7 = 1,2, 3 based on BSEL and BLL functions.
a. Point prediction based on E- Bayesian prediction

The Bayes point predictor is derived under two types of loss
functions, BSEL function and BLL function.

e Balanced squared error loss function

The three E-Bayes predictors (EBPs) for the future
observation Y(), under BSEL function can be obtained by
substituting (47) and (56)-(58) in (59) as given below

h=1,23. (60)
e Balanced linear exponential loss function

The three EBPs for the future observation Y, under BLL

function can be derived by substituting (49) and (56)-(58) in (59)
as follows:

h=1,23. (61)

b. E- Bayesian prediction bounds based on two-sample
prediction

A (1-1)100% E-Bayesian prediction  bounds

(EBPBs) for the future observation 1y ) , such that

P((Lss2(®) < ¥(s) < Usp2(@)|x) = (1 =),  the  lower

and upper bounds Lgg,(x), Ugspo(x)) can be obtained by
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substituting (52) and (56)-(58) in (59) , (53) and (56)-(58)
in (59) , respectively.

Special cases of ¥ eppsn.. and V(s gppLh.. are:

e If s=1,in (60) and (61), one can predict the minimum
observable, Y(;), which represents the first failure time in a
future sample of size m.

e If s=m, in (60) and (61), one can predict the maximum
observable,Y(,,), which represents the largest failure time in
a future sample of size m.

o Ifs= mT“ in (60) and (61), one can predict the median
observable if n is odd, Y(m_—l—l) which represents the median

failure time in a future sample of size m.
7. Numerical Illustration

This section aims to investigate the precision of the theoretical
results of prediction on the basis of simulated and real data sets.

7.1 Simulation algorithm

In this subsection, the conditional ML, Bayes and E-Bayes
predictors (point and interval) for a future observation from the
OGEIW( g) distribution based on Type Il censored data are
computed for the two-sample case. Simulation study and real data
are applied to obtain the ML predictors using Mathematica 11 and
to calculate the Bayes and E-Bayes predictors, R programming
language is used.

7.1.1 Maximum likelihood prediction
The steps of the simulation procedure based on Type Il censored
data are as follows:

Step 1: For given values of , # and ¢, random samples of size n
are generated from the OGEIW/( W) distribution.
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e The transformation between the uniform distribution and
OGEIW( W) distribution is obtained from Hassan et al.
(2018) as follows:

-1

1 -2 0
X, = lEln [ln(l—u) + 1” , O<ux<1.

Step 2: For each sample size n, sort the x; s, such that

X(1) < X(2) < =< X(n)-

Step 3: The number of failures r are chosen to be less than or
equal the sample size n.

Step 4: The ML estimates for the parameters a,f and { are
computed based on Type Il censored scheme.

Step 5: Substituting the conditional ML estimates of the
parameters in the equation of $)..) and for given values for s,

the conditional MLP for the future observation Y, can be
computed based on 80% level of Type Il censored sample.

Step 6: Using the ML estimates for the parameters and a certain
value of s, the conditional MLPB for the future observation Y,

can be computed under Type Il censored sample.

Step 7: Repeat all the previous steps N=10000 times.
7.1.2 Bayesian and E-Bayesian prediction

Step 1: Generate a;andb; from the bivariate uniform
hyperprior distributions; m,(a;,b;), 7 =1,23,A=12,..,9,
given in (56)-(58).

Step 2: For given values of a; and b;, generate a, § and ¢ from
the gamma prior distributions.
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Step 3: Applying the previous generation steps, Type Il censored
sample can be generated from the OGEIW( W) distribution.

Step 4: Calculate the joint posterior distribution for the
parameters based on Type Il censored sample from the
OGEIW/( W) distribution.

Step 5: The BPD of the future observation Y(y), can be obtained.

Step 6: The BP is calculated based on BSEL and BLL functions.
Also, the BPB is evaluated.

Step 7: Using the BP, the EBPs for a future observation from the
OGEIW( ¥) distribution based on BSEL and BLL functions are

calculated based on 80% and 60% level of Type Il censored
sample. Similarly, using the BPB, the EBPB are evaluated.

Step 8: Repeat all the previous steps N=10000 times.

Table 1-Y present the conditional prediction of the future
observations from OGEIW/( ¥) distribution and the bounds of the
conditional interval of the future observations along with their
lengths based on the two-sample prediction scheme.

Tables 1- present the Bayes and E-Bayes prediction based on
BSEL and BLL functions of the future observations from

OGEIW( ¥) distribution along with their lengths based on the
two-sample prediction scheme.

7.2 Some applications

The main aim of this subsection is to demonstrate how the
proposed methods can be used in practice. Three real lifetime data
sets are used for this purpose. The OGEIW( ¥) distribution is
fitted to the three real data using Kolmogorov-Smirnov goodness
of fit test through R programming language.
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Application 1

The first data introduced by Liu et al. (2021). The data refer to
the survival times of patients suffering from the COVID-19
epidemic in China. The considered data set representing the
survival times of patients from the time admitted to the hospital
until death. Among them, a group of fifty-three (53) COVID-19
patients were found in critical condition in hospital from January
to February 2020. The data set can be retrieved from
https://www.worldometers.info/coronavirus/ and is given by:
0.054, 0.064, 0.704, 0.816, 0.235, 0.976, 0.865, 0.364, 0.479,
0.568, 0.352, 0.978, 0.787, 0.976, 0.087, 0.548, 0.796, 0.458,
0.087, 0.437, 0.421, 1.978, 1.756, 2.089, 2.643, 2.869, 3.867,
3.890, 3.543, 3.079, 3.646, 3.348, 4.093, 4.092, 4.190, 4.237,
5.028, 5.083, 6.174, 6.743, 7.274, 7.058, 8.273, 9.324, 10.827,
11.282, 13.324, 14.278, 15.287, 16.978, 17.209, 19.092 and
20.083.

Application 2

The second data is given by Murthy et al. (2004). The data
refers to the time between failures for a repairable item: 1.43,
0.11, 0.71, 0.77, 2.63, 1.49, 3.46, 2.46, 0.59, 0.74, 1.23, 0.94,
4.36, 0.40, 1.74, 4.73, 2.23, 0.45, 0.70, 1.06, 1.46, 0.30, 1.82,
2.37,0.63,1.23,1.24,1.97,1.86 and 1.17.

Application 3:

The third data set is given by Singh and Maddala (1976) the
data represents the strength of 1.5 cm glass fibers for 60 devices.
The data set is:0.636, 0.252, 0.157, 0.187, 2.771, 0.209, 0.617,
2.078, 1.013, 0.499, 0.431, 0.642, 0.46, 0.749,0.205, 0.576,
0.439, 0.471, 0.262, 0.387, 0.324, 0.424, 0.548, 1.794, 1.233,
0.915, 0.702, 0.417,0.337, 0.435, 0.359, 0.293, 0.147, 0.87,
0.608, 0.153, 0.098, 0.557, 0.415, 0.122, 0.912, 0.341,0.725,
0.364, 0.24, 0.594, 0.325, 0.416, 0.08, 0.582, 1.257, 1.575, 0.48,
0.909, 0.17, 0.319, 0.09,0.154, 2.248 and 0.292.
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The Kolmogorov—-Smirnov goodness of fit test is applied to
check the validity of the fitted model. The p- values are given,
respectively, 0.9746, 0.9578 and 0.9867. The p value given in
each case showed that the model fits the data very well.

Table Y-epresents the ML two-sample predictors of the real
data sets based on 80% level of Type Il censored sample. Also,
Tables 1+ -Ye display the Bayes and E-Bayes two-sample
predictors of the real data sets under BSEL and BLL functions
based on 80% level of Type Il censored sample.

7.3 Concluding remark

e The results in Tables 1-15 indicate that the length of the
interval of the first future order statistic is smaller than the
length of the interval of the last future order statistic.

e The ML, Bayes and E-Bayes intervals include the predictive
values (between the lower limit (LL) and upper limit (UL)).

e The lengths of the intervals of the E-Bayes predictors are less
than the lengths of the intervals of the Bayes predictors, so the
E-Bayesian prediction method is better than the Bayesian
prediction method.

e In most cases, the lengths of the intervals of E-Bayes
predictors under BLL function are less than the lengths of the
intervals of the E-Bayes predictors under BSEL function.

e The lengths of the intervals of the Bayes predictors under
BLL function in most cases are less than the lengths of the
intervals of the Bayes predictors under BSEL function.

e The lengths of the intervals of the conditional ML, Bayes and
E-Bayes predictors increase when s increases.

8. General Conclusion

In this research, the two-sample prediction technique is
applied to obtain the conditional ML, Bayesian and E-Bayesian
prediction (point and interval) for future order statistics of the
OGEIW( W) distribution based on Type Il censored samples. The
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predictors are considered under two different loss functions, the
BSEL function; as a symmetric loss function and BLL function;
as an asymmetric loss function. The predictors are obtained based
on conjugate gamma prior and uniform hyper prior distributions.
A numerical example is given to illustrate the theoretical results
and three applications using real data sets are used to demonstrate
how the results can be used in practice. In general, numerical
computations showed that the length of the interval of the first
future order statistic is smaller than the length of the interval of
the last future order statistic. The ML, Bayes and E-Bayes
intervals include the predictive values. Also, the lengths of the
interval of the E-Bayes predictors are less than the lengths of the
interval of the Bayes predictors, so the E-Bayes prediction
technique is better than the Bayes prediction technique. The
Bayesian and E-Bayesian prediction (point and interval) for
future order statistics of the OGEIW( ¥) distribution under
different type of loss functions such as general entropy and
precautionary loss functions would be useful as a basis for further
researches in distribution theory.
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Table 1
Conditional predictors and bounds of the future observation
based on Type Il censoring under two-sample prediction
(N=10000, n=100, r=80% , m=25,in sample size, « = .6, =

3,{ =.1.4)
s ¥(s) (ML) LL UL Length
1 0.7274 0.9611 0.0100 0.9511
13 4414 7184. 0.0100 7084.
21 2.0056 2.4427 0.0100 2.4327
Table 2

Conditional predictors and bounds of the future observation
based on Type Il censoring under two-sample prediction
(N=10000, n=100, r=80% , m=25,in sample size, « = 1.63,5 =

37, = 2.48)
S Y (ML) LL UL Length
1 0.2255 2.0000 10.0000 8.0000
13 0.4343 0.3403 20.0000 19.6597
21 0.5960 2.0000 30.0000 28.0000
Table 3

Two-Sample conditional prediction and the relevant 95%
conditional interval bounds with their lengths for COVID-19
data of China

n,m r S | Y)(ML) LL UL Length
1 0.1935 1.0977 7.0000 5.9023
53,25 | 42 | 13 0.5110 6.2585 29.1000 22.8415
25 1.3707 32.7065 90.1200 57.4135
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Two-Sample conditional prediction and the relevant 95%
conditional interval bounds with their lengths for two

applications
n,m r|s |yesML) LL UL Length
1| 0.2248 | 0.0938 | 0.4445 | 0.3507
30,25 | 24 | 13| 1.3449 | 0.8156 | 2.0473 | 1.2316
25| 6.2817 | 3.3480 | 11.2805 | 7.9324

Table 5

Two-Sample conditional prediction and the relevant 95%
conditional interval bounds with their lengths for three

applications
n,m r| s |ye(ML) LL UL Length
1| 0.4932 0.3453 | 0.6477 0.3024
60,25 | 48 | 13| 0.9478 0.7977 | 14.9874 | 14.1897
25| 1.8244 1.3698 | 16.9223 | 15.5524
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Table 6
Bayes, E-Bayes predictor and bounds of the future observation
under balanced squared error loss function based on Type Il
censoring under two-sample prediction
(N=10000, n=100, r=80%,m=25,in sample size, (¢ =.6,8 =.3,{ = 1.4, w =.3)

. Bayesian E-Bayesian
(ees), | LL | UL [Length eangp, | LL | UL | Length
1.20347 1.2022 1.2047 0.0025

1 |1.2050 1.2030 1.2059 0.0029 | 1.2056 1.2044 1.2069 0.0025
1.2040 1.2007 1.2057 0.0050
1.5047 1.5033 1.5057 0.0024
18 | 1.5041 1.5022 1.5055 0.0033 | 1.5035 1.5022 1.5045 0.0023
1.5047 1.5040 1.5054 0.0014
1.9898 1.9882 1.9911 0.0029
25 | 19889 1.9861 1.9920 0.0059 | 1.9877 1.9865 1.9884 0.0019
1.9879 1.9871 1.9889 0.0018

Table 7
Bayes, E-Bayes predictor and bounds of the future observation
under balanced linear exponential loss function based on Type Il
censoring under two-sample prediction
(N=10000, n=100, r=80%,m=25,in sample size,(a¢ =.6,8 =.3,{ =1.4,v = —1.8, w =.3)
Bayesian E-Bayesian
(BBL)J,6) LL UL Length | Eseuys, LL UL Length

1.2017 12002 1.2031  0.0029
1 | 12015 1.2004 1.2024 0.0020 | 1.2004 1.2024 0.0020  0.0030
1.2011 1.1999 1.2017 0.0018
1.5047 15034 1.5054 0.0020
18 | 1.5054 1.5035 1.5067 0.0032 | 1.5045 1.5028 1.5063  0.0035
1.5048 15031 1.5062 0.0031
1.9895 1.9881 1.9910 0.0029
25119901 1.9879 1.9916 0.0037 | 1.9916 1.9898 1.9924  0.0026
1.9906 19894 1.9915 0.0021

S

Table 8
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Bayes, E-Bayes predictor and bounds of the future observation
on Type Il censoring under two-sample under balanced
prediction
(N=10000, n=100, r=80%, m=25,in sample size, (a =1.63, =.37,{=2.48, w =.3)

E-Bayesian

S Bayesian
LL | UL | Length [,cppeve | LL | UL | Length
'0.29337 0.2922 0.2941 0.0019
1 {02931 0.2914 0.2944 0.0030 | 0.2911 0.2895 0.2931 0.0036
0.2917 0.2900 0.2931 0.0031
0.5890 0.5871 0.5906 0.0035
18 | 0.5884 0.5865 0.5901 0.0036 | 0.5899 0.5879 0.5910 0.0031
0.5885 0.5870 0.5892 0.0022
1.6310 1.6280 1.6323 0.0043
25 ] 1.6284 1.6258 1.6303 0.0045 | 1.6279 1.6265 1.6293 0.0028
1.6271 1.6257 1.6286 0.0029

(BBS)Y |
A} 77()

Table 9
Bayes, E-Bayes predictor and bounds of the future observation
linear exponential loss function based onType Il under balanced
censoring under two-sample prediction
(N=10000, n=100, r=80%,m=25,in sample size,(& = 1.63, =.37,{ = 2.48,v = -2, w =.3)

Bayesian .
y E-Bayesian

LL UL Length | (essu)y LL UL Length

0.2905 0.2890 0.2921 0.0031
1] 02920 0.2904 0.2927 0.0023 | 0.2919 0.2902 0.2934 0.0032
0.2920 0.2911  0.2928 0.0017
0.5900 0.5886  0.5909 0.0023
18 | 0.5890 0.5877 0.5904 0.0027 | 0.5896 0.5886  0.5903 0.0017
0.5889 0.5879  0.5895 0.0016
1.6234 16220 1.6247 0.0027
25| 16254 16230 1.6270 0.0040 | 1.6249 1.6222 1.6263 0.0041
1.6245 16233  1.6253 0.0020

(BBL)Y(5)
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Table 10
Bayes, E-Bayes predictor and bounds of the future observation
squared error loss for COVID-19 data of China under balanced
function based on Type Il censoring under two-sample
prediction (N=10000, n=53, r=42 , m=25,in sample size, (¢ =.6,8 =.3,.{ =.6,w =.3)

nm rls Bayesian E-Bayesian

BBS)¥] LL | UL [Length|EBBs)y LL | UL [ Length

0.0587 0.0573 0.0596 0.0023
1 | 0.058 0.0560 0.0597 0.0037 | 0.0585 0.0570 0.0600 0.0030
0.0605 0.0579 0.0615 0.0037

0.5966 0.5953 0.5978 0.0025
53,25 | 42 | 13]0.5963 0.5947 0.5989 0.0042 | 0.5955 0.5937 0.5966 0.0029
0.5965 0.5941 0.5976 0.0035

2.5807 2.5791 2.5822 0.0031
21| 25825 2.5807 2.5851 0.0044 | 2.5839 2.5823 2.5849 0.0026
2.5851 2.5825 2.5878 0.0053

Table 11
Bayes, E-Bayes predictor and bounds of the future observation
linear exponential for COVID-19 data of China under balanced
loss function based on Type Il censoring under two-sample
prediction (N=10000, n=53, r=42 , m=25,in sample size{a =.6, =.3,{ =.6,w =.3,v = —1.8)

Bayesian E-Bayesian

n,m r S

LL UL Lengt

LL UL (EBBL)Y 4, h

(BBL)Y(5) Length

0.0555 0.0542 0.0564 0.0022
1 |0.0554 0.0542 0.0566 0.0024 |0.0591 0.0573 0.0601 0.0028
0.0565 0.0546 0.0575 0.0029

0.5971 0.5958 0.5982 0.0024
53,25 |42 |13 | 0.5977 0.5963 0.5991 0.0028 | 0.5970 0.5960 0.5976 0.0016
0.5964 0.5944 0.5986 0.0042

2.5783 25772 25795 0.0023
21 | 25794 25775 2.5809 0.0034 | 25779 25763 2.5795 0.0032
2.5806 2.5788 2.5822 0.0034
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Bayes, E-Bayes predictor and bounds of the future observation
for for two applications under balanced squared error loss

function based on Type Il censoring under two-sample

prediction (N=10000, n=30, r=24 , m=25,in sample size, (&« =.9, =.5,{ =.8, w =.3)

Bayesian E-Bayesian
n,m r S
(®BS)¥| LL | UL | Length |(EBBS)J| LL UL | Length
0.2211 0.2200 0.2219 0.0019
1] 0.2212 0.2196 0.2225 0.0029 | 0.2200 0.2187 0.2215 0.0028
0.2223 0.2208 0.2234  0.0026
1.1784 11766 1.1796 0.0030
30,25 24 113 | 1.1778 11756 1.1790 0.0034 | 1.1769 1.1757 1.1779 0.0022
1.1784 1.1761 1.1797 0.0036
24992 24978 25003 0.0025
21| 24993 24974 25014 0.0040 | 2.4991 24979 2.5002 0.0023
25003 2.4987 2.5013 0.0026

function based onType Il censoring under two-sample prediction

Table 13
Bayes, E-Bayes predictor and bounds of the future observation
for two applications under balanced linear exponential loss

(N=10000, n=30, r=24 , m=25,in sample size, (@ =.9,8 =.5,{ =.8,v=—.5,w =.3)

nm rols Bayesian E-Bayesian
(BBL)ﬁ(C)|LL | UL | Length  |[(EBBL)j,| LL | UL | Length
0.2202 0.2192 0.2210 0.0018
1 0.2200 0.2187 0.2207 0.0020 | 0.2215 0.2199 0.2226 0.0027
0.2179 0.2158 0.2193 0.0035
11777 1.1763 1.1787 0.0024
30,25 | 24 | 13 1.1783 1.1770 1.1792 0.0022 | 1.1787 1.1776 1.1797 0.0021
11782 1.1768 1.1792 0.0024
25004 2.4987 25015 0.0028
21 2.5011 24994 25020 0.0026 | 2.4999 2.4984 25013 0.0029
24980 2.4964 2.5002 0.0038
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Table 14

Bayes, E-Bayes predictor and bounds of the future observation
squared error loss for three applications under balanced
function based on Type Il censoring under two-sample
prediction (N=10000, n=60, r=48 , m=35,in sample size, (@ =.9, =.6,{ =.3,w =.3)

nm r s Bayesian E-Bayesian
RS0, | LL | UL | Length | | LL | UL | Length
o P492%) 0.4921 0.4940  0.0019
1 | 04942 0.4930 0.4952 0.0022 | 0.4935 0.4920 0.4951 0.0031
0.4932 0.4910 0.4954 0.0044
15079 1.5067 1.5087 0.0020
60,35 | 48 | 18 | 1.5079 1.5063 1.5095 0.0032 | 1.5063 1.5045 1.5076 0.0031
15065 15042 1.5081 0.0039
4.0040 4.0028 4.0050 0.0022
35 | 4.0046 4.0030 4.0064 0.0034 | 4.0060 4.0036 4.0071 0.0035
4.0041 4.0026 4.0049 0.0023

Table 15

Bayes, E-Bayes predictor and bounds of the future observation
linear exponential loss for three applications under balanced
function based on Type Il censoring under two-sample
prediction (N=10000, n=60, r=48 , m=35,in sample size,(@ =.9, =.6,{ =.3,v=—-1.8,w =.3)

Bayesian E-Bayesian
n,m r S

oomive | LL [ UL JLength |, | LL | UL | Length
) 04939 0.4909 0.4944 0.0035
1 | 04937 0.4924 0.4945 0.0021 0.4944 0.4920 0.4963 0.0043
0.4946 0.4933 0.4959 0.0026
1.5100 1.5087 1.5108 0.0021
60,35 | 48 | 18 | 1.5098 1.5082 1.5108 0.0026 15114 1.5095 1.5127 0.0032
1.5097 1.5082 1.5113 0.0031
4.0066 4,0053 4.0075 0.0022
35| 4.0066 4.0048 4.0078 0.0030 4.0068 4,0060 4.0075 0.0015
4.0061 4,0044 4.0071 0.0027
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