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Abstract Chest radiography is one of the most common diagnostic tools for diagnosing 

and managing bronchopneumonia and other lung diseases. In this paper, a classification 

strategy was proposed for identifying infection in Chest X-ray images. We collected 7545 

x-ray chest images from an openly accessible X-ray database and separated them into 

three classes: healthy individuals, persons suffering from pneumonia, and additional 

COVID-19 patients. The contrast limited adaptive histogram equalization (CLAHE) 

method was used to improve the quality of the X-ray images. The oriented gradient his-

togram (HOG) is used. The classification of datasets in medicine sometimes is hindered by 

the problem of having unequal datasets. In the solving of this problem, which occurs 

during imbalanced data classification in medical diagnosis, we introduce a hybrid sam-

pling technique called SMOTE-ENN that is a combination of the Synthetic minority 

oversampling technique (SMOTE) and Edited Nearest Neighbors (ENN). The support 

vector machine (SVM), k-Nearest Neighbors (k-NN), and Random Forest Classifier (RFC) 

used to classify the images, with classification rates of 99.47%, 98.70%, and 98.47%, re-

spectively, on a test dataset of 1504 images. These findings may help to detect COVID-19 

and pneumonia diseases more effectively. 

Keywords: Pneumonia, Covid-19, CLAHE, SVM, k-NN, CXR, Oriented Gradients Histo-

gram, SMOTE, ENN 

 

1. Introduction 

The significance of disease classification and prediction has become increasingly clear in recent years. To accu-

rately identify the exact cause and symptoms of a disease, it is essential to have a comprehensive understanding 

of the important properties and features of a dataset [1]. Artificial Intelligence (AI) has shown its ability to 

classify diseases and assist decision-making processes [2]. Machine Learning (ML), a subset of AI, has signifi-

cantly accelerated research in the medical field. By leveraging data, ML has enabled advancements in various 

areas, such as natural language processing, automatic speech recognition, and computer vision, resulting in the 

development of robust systems like driverless cars and automated translation [3]. Despite these remarkable 

advancements, the application of ML in medical practice has encountered certain challenges and risks. The 

medical community has raised concerns regarding the goal of making accurate predictions using collected data 

and the effective management of such predictions within the medical system [4]. Classification algorithms are 

extensively used in hospitals to precisely categorize diseases, particularly in the screening and prevention of 
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various life-threatening thoracic diseases [5]. In the medical diagnostics field, the task of multi-label classifica-

tion poses significant challenges. The lungs can be examined using radiography (X-rays), computed tomogra-

phy (CT), and magnetic resonance imaging (MRI), which are the three main radiological methods used [6]. In 

recent years, the prevalence of various factors contributing to lung diseases has led to increased mortality rates 

[7]. Individuals affected by COVID-19 and pneumonia exhibit mild to moderate symptoms, such as fever, 

coughing, and dyspnea. However, some individuals develop severe pulmonary complications in their lungs, 

ultimately resulting in fatality as well [8]. X-ray radiographs serve as a cost-effective and non-intrusive tech-

nique for investigating various bodily organs. It is estimated that approximately 3.6 billion X-ray images are 

captured annually on a global scale. When radiologists evaluate CXR images for longer periods, the risk of 

making the wrong diagnosis increases. This illustrates the significance of efficiently and in a timely manner in 

preventing wrong diagnoses in patients [9]. The United States alone has conducted more than 150 million chest 

X-ray radiographs (CXR). X-rays can track disease progression throughout the treatment course [10]. No matter 

the essential function that CXRs play inside the analysis of chest sicknesses, visible interpretation with the aid of 

radiologists stays challenging and can cause blunders [11]. In addition, even radiologists with experience are 

more likely to misdiagnose when subtle forms of pathology exist in the hamstrings or some inner organs than 

they know from a chest radiograph reading entirely different statements about what they have seen there on 

screen images produced under scope field of vision [12].Moreover, the World Health Organization (WHO) 

warns that many chest diseases could kill people if not attended to properly, with life-losses significant and 

potentially affecting the lives of tens or hundreds millions, in case millions die [13]. Some chest diseases, such as 

tuberculosis, claiming approximately 1.4 million lives annually, pneumonia causing the deaths of 9 million 

children under 5 years old as the leading killer disease worldwide, and COVID-19 responsible for over 6 million 

deaths globally as of November 2022, have high mortality rates [14]. Numerous studies have been conducted to 

enhance classification accuracy by developing sophisticated classification approaches and methods. The deficit 

of radiologists in multiple countries globally remains a significant issue, particularly given the large number of 

individuals requiring radio-logical examinations, which exceeds the rate at which new radiologists can be 

trained. The extended wait times for diagnostic procedures at medical institutions, the excessive incidence of 

medical error of chest X-ray images, and the prevalence of severe sicknesses underscore the importance of de-

veloping good computer-assisted diagnostic systems for early detection of chest diseases. [15]. With this objec-

tive in mind, CAD was created with the aim of efficiently assisting radiologists in achieving high-quality di-

agnostic results, thereby improving patient care. CAD systems are designed to provide a valuable second 

opinion that complements the expertise of radiologists rather than aiming to replace or challenge their role. In 

healthcare, diagnosis is a critical step, ensuring that patients receive appropriate treatment for their specific 

illness as soon as possible. Machine learning techniques analyze medical data to forecast the health status of 

individuals. Owing to the massive volume and complexity of the data, manual analyses by physicians are out of 

the question in large data sets regarding how one can accurately predict diagnosis. By harnessing the power of 

machine learning, patient data can be effectively scrutinized, enabling informed predictions concerning the 

likelihood of certain diseases. [16]. 

 

Chest radiography is a common diagnostic modality that does not involve any invasion or pain. It is primarily 

used for photographing the lungs, heart, windpipe, and bone structure of the chest. A posterior-anterior view, 

we would see that air shows-up black while bones come out white, and between these at intermediate levels 

with regard to the amount of tissue remaining, which is something in place. Because healthy lungs are full of 

air, the lung area will appear darker in contrast to surrounding bones and tissue. Also, the standard chest ra-

diograph of a healthy person shows different prevalent attributes, such as well-defined cost phrenic angles, a 

marked hemi diaphragm line in its entirety, and distinct edges around organs including heart etc. [17].  

Specific radiographic features in chest X-rays may allow for the identification of pneumonia in patients. Among 

these is the evidence presented by dull cost phrenic angles regarding pleural effusion, areas in the lung fields 

with white or misty shadows, indefiniteness around the heart borders, as well as corresponding signs within 

other sections of the body. This is proved by reference [18].  

 

Healthcare is a pivotal sector in human existence and economic structure. Extensive evidence has substantiated 

the positive correlation between a thriving healthcare sector and a prosperous economy [19]. The healthcare 
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sector has witnessed remarkable advancements in recent years due to the significant role played by artificial 

intelligence. This can be attributed to the availability of extensive clinical data that serve as the basis for training 

these systems. As a result, these data can be used to detect, predict, and discover optimal treatments for various 

diseases. Studies have demonstrated that cough, fever, chest pain, pneumonia, and dyspnea are commonly 

observed during the early stages of the illness. For example, diseases such as asthma considerably affect the 

airways of the lungs, leading to inflammation and thus, breathing problems. Furthermore, pneumonia, tuber-

culosis, and lung cancer target air sacs called alveoli located in our lungs, correspondingly [20]. Alveoli become 

filled with fluid and pus in cases of pneumonia, an infectious disease. As a consequence, patients with this 

condition may experience shortness of breath and/or discomfort while breathing [21]. In 2019, Wuhan, China 

developed as the center of the Coronavirus disease 2019 epidemic, which is a highly infectious airborne disease 

that has since spread very rapidly across all continents and infected an astonishing number over 600 million 

individuals, with a death toll exceeding 6.5 million people tragically by September 2022 [22]. 
 
In medical datasets, there is a well-known issue in machine learning on data imbalance, which means that one 

class, may contain much more or much fewer instances than other classes [23]. An imbalanced data distribution 

can create obstacles for deep learning algorithms because they may exhibit a bias toward the majority class. 

Consequently, this could result in less than optimum performance on the minority class like reduced accuracy 

or poor sensitivity [24]. Multiple strategies are available to address data imbalances in medical datasets. One 

strategy involves oversampling the minority class, which can be achieved by generating synthetic examples or 

duplicate existing examples. Another strategy involves sampling the majority class, where certain examples 

from the majority class are removed [25]. 

 

In the ongoing paper machine learning methodologies designed to tackle pneumonia and COVID-19; two res-

piratory conditions that affect lung air sacs are outlined. The objective is to detect diseases at an early stage, 

thereby improving survival or successful treatment and supporting radiologists in their decision-making pro-

cesses. 

 

The paper's key contributions are given below: 

• The objective is to design an accurate machine learning model that has undergone training using the same 

number of instances for each class—and this will enable radiologists to detect lung diseases early enough. 

• We used a public combined curated dataset for Posterior-Anterior Chest X-ray images obtained by col-

lating 15 publicly available datasets. The models were developed to perform a multi-classification task, which 

was to differentiate chest X-ray images of individuals with normal, pneumonia, and COVID-19 conditions. 

• Employed a successful pre-processing approach to enhance chest X-ray images and make them more 

suitable for image analysis before feeding them to the feature extraction stage. 

• We analyzed the chest images by applying an oriented gradient histogram. 

• To address the class imbalance issue, model performance was improved by balancing the dataset using 

the synthetic minority oversampling technique and edited nearest neighbor. 

• We trained three popular supervised machine learning algorithms: SVM, k-NN, and RFC. 

• To find the best model, SVM achieved an overall accuracy of 99.47%, as well as precision, recall, specific-

ity, f1 score, MCC, CSI, and CE of 99.19%, 99.55%, 99.73%, 99.37%, 99.11%, 98.75%, and 0.36, respectively. The 

results obtained by the proposed model are superior to those of other studies in the literature. 

 

 

The remaining parts of the manuscript are organized step by step: In the second section, we will review pre-

vious studies. We will introduce the dataset and its characteristics while describing the methodology in the 

third section, and finally, we will report our findings in the fourth section. Section five presents the conclusion 

of this paper. 

 

2. Literature Review 

Several studies have examined X-ray images and come up with ways of diagnosing COVID-19 and 

pneu-monia.. This technology can be easily integrated into healthcare and has demonstrated remarkable po-
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tential for detecting COVID-19 and pneumonia. The diagram in discern one illustrates the structure of the chest 

area as showed in normal PA chest X-ray scans. 

 
Figure 1. The chest X-ray reveals the presence of normal pulmonary artery anatomy, suggesting the absence of pathological find-

ings. 

 

Figure 2 shows multiple visually represented radiological signs of Pneumonia. 

.  

Figure 2. Poster anterior chest X-ray showing signs of pneumonia. 

 

Several worthy contributions to this connection are listed below. 

In [26], Yadav and Jadhav utilized a support vector machine (SVM) as a classification approach to classify 

pneumonia data into the following three classes: viral, normal, and bacterial pneumonia. They used deep 

learning approaches, such as VGG-16 and InceptionV3 models. The accuracy of their results was 96.6%. In [27], 

Stephen et al. developed a model to classify the presence of pneumonia from a collection of chest X-ray image 

samples, and the results obtained were training accuracy = 0.9531 and validation accuracy = 0.9373. 

 

Zagrouba et al. [28] proposed a supervised machine learning model for simulating the COVID-19 outbreak by 

using a support vector machine (SVM) for forecasting. During training and testing, they attained 98.88% and 

96.79% accuracy levels, respectively. 
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Rahman et al. [29] proposed a predictive model for the COVID-19 outbreak based on supervised machine 

learning. The results of their study on the SVM-based multi-fold cross-validation method produced good re-

sults, with an accuracy rate in the validation set of 98.4%. 

 

In order to evaluate deep learning efficiency, Nagi et al. [30] used a large dataset, and they found that the kind 

of information that worked for them was the Xception model, which demonstrated a 94.21% accuracy rate 

compared to any other model. Alternatively, researchers whose findings have been published formally main-

tained that their particular customized model did not perform well compared to others that only recorded 

92.38%. 

 

Khuzani et al. [31] proposed a two-hidden-layer machine learning classifier (using these features formed) ca-

pable of identifying COVID-19 patients through chest X-ray scans. The dataset contains 420 chest X-ray images 

with (512×512) do these image are divided as 140 image for COVID-19, 140 image for pneumonia and 140 image 

for normal people. A: The model had a very high accuracy, precision, of 96%, 100%, and 0.98, respectively, for 

the COVID-19 class due to a relatively small training dataset. 

 

To make these well-known deep convolutional neural networks applicable to low computing resources, a 

truncation method was proposed for reducing the parameters of the models [32] and implemented by Mon-

talbo. The results demonstrated that the Inception-ResNet-V2 model when trimming and parameter crunching 

down to 441 K had an accuracy of 97.41% for three-class classification (Nor mal, COV ID-19, Pneu monia). 

 

A model for normal, COVID-19, and pneumonia chest radiographs was proposed by Haque et al. [33]. They 

applied a fusion of ResNet-101 and ResNet-151 with a better dynamic weight ratio to enhance the model. Dur-

ing testing, the model demonstrated an accuracy of 96.1 %. 

 

Wang et al. [34] introduced the COVID-Net with CNN model, which is a new model developed by them. to act 

as a baseline for COVID-19 diagnostics from chest radiographs obtained from the COVIDx dataset. With few 

lightweight residual patterns, the COVID-Net architecture was designed, and images were classified into three 

classes: COVID-19, pneumonia, and normal. The model was tested using an independent set of 1000 images, 

and it achieved 93.5% sensitivity at a specificity of 95.7%. This allows us directly compare how well COVID-Net 

is with levels for different styles of positive and negative COVID-19-identified cases embedded by these met-

rics. 

 

According to Ragab and Mahmoud [35], a study was conducted using a capsule neural network model that 

included 6310 chest images. It was found that the CapsNet model achieved classification accuracy above 95 % in 

three classes; “Normal, COVID-19, and pneumonia”. 

3. Material and Methods 

In this section, we describe the datasets of images used in this study. Then, we proceed to data preparation and 

processing. Then, we describe the feature extraction process, which is based on "a feature descriptor used for 

computer vision and analysis of medical images". Following this, a hybrid sampling algorithm that combines 

synthetic minority oversampling and edited nearest neighbor sampling is proposed as a solution to the problem 

of sample imbalance in medical datasets. Next, we present the classification techniques. Finally, we define the 

metrics used to evaluate the results and compare them to existing approaches. As proven in Figure 3, the pro-

posed model is described in the following subsections. 
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Figure 3. Structure of the proposed technique for lung disease classification 

3.1. Chest X-ray Data 

Data are an important input to machine learning and deep learning problems. A relevant collection of data 

helps analyze machine learning problems better. Data were collected from public sources and through agree-

ments with hospitals and physicians with the consent of the patients. We collected data for this re-search from 

the Kaggle website [36], which includes chest X-ray images taken in the posterior-anterior (PA) view, which is 

available for researcher purposes. All images from the datasets were stored in the joint photographic experts 

group (JPG/JPEG) format. In this study, the dataset contains a total of 7545 chest X-ray images categorized as 

follows: 1275 cases of COVID-19, 3270 under normal conditions, and another 3000 X-rays showing other 

pneumonia cases. Figure 4 shows the distribution of different classes of X-ray images. 

 
Figure 4. Distribution for different classes of Posterior-Anterior Chest Radiography Images. 

3.2. Data Preparation and Preprocessing 
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Throughout this study, the dataset was randomly divided, and 80% of the data belonged to the training set, 

while the remaining 20% was used in the test set. Our experimental dataset contains 2616 healthy people, 2400 

patients with pneumonia, and 1025 patients with COVID-19 are included in the training directory. The test di-

rectory contains images from 654 healthy people, 600 patients with pneumonia, and 250 patients with 

COVID-19 on chest X-rays. Figure 5 presents the X-ray dataset images showing various anteroposterior views. 

 

 

      (a)                                   (b)                                   (c)  

 

 

Preparing raw data before using machine learning algorithms is known as preprocessing. The feature 

ex-traction quality and image analysis outcomes would be improved by performing image preprocessing. Poor 

category results emerge when we use original raw images in training machine learning algorithms. Among the 

primary tasks in image pre-processing are changing the size of the image, improving it, and scaling the infor-

mation. 

 

3.2.1. Resizing Stage 

To overcome the computational limitations, the input images were downsized at this stage. The images were 

processed into grayscale as the initial step in the preprocessing process. Following this, the images are resized 

to dimensions of (144 × 144). The images were resized to 144 × 144 dimensions to match the smallest size 

available in the datasets used in this study. 

 

 

3.2.2. Enhancement Stage 

 

Image enhancement is a process used to remove unwanted distortion due to deterioration in contrast, un-

wanted noise, improper intensity saturation, blurring effect etc., and to determine hidden information con-

tained in images. However, X-rays may also display images that lack contrast and are dark. Owing to these 

restrictions, the development of digital image enhancement technology is more popular among investigators 

and medical staff because it is necessary to extract useful information from these pictures and make them more 

readable. 

In image representation, pixels may have different values, such as a range of 0 to 255 for uint8 images with an 

interval [0, 1] for floating-point images. Nevertheless, it should be noted that quite a few images seem to carry a 

range of narrower values, often because of poor contrast. Alternatively, a large part of the pixel values in an 

image may be confined to a particular sub-range within all available code values. To enhance the visibility of 

images, this study utilized contrast limited adaptive histogram equalization. Improving contrast in images is 

the issue on which the CLAHE technique has been found to be successful, while enhancing the most common 

intensity value close to the peak intensity or extending the intensity distribution over the entire range can be 

achieved by using histogram equalization as a simple technique for image contrast enhancement [37]. CLAHE 

is almost similar to AHE except that histogram amplification is restricted by clipping out some values before 

computing the cumulative distribution function. 

The over-amplified part of the histogram is redistributed over the histogram. Equation (1) shows the CLAHE 

computation as follows [38]: 

Figure 5. Random PA view from each class. Normal a, Pneumonia b, COVID-19 c 
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  (             )              (1) 

 

Where, p represents the pixel value after applying CLAHE and       ,        represents maximum and mini-

mum pixel value of an image and      represents cumulative probability distribution function. 

 

The results of this stage on Figure 6 showing X-ray images through which; There are figures showing input 

images, enhanced images, and histogram plots. Histogram plots appear dense in the original image pixel 

probability but relatively scattered in the enhanced image pixel probability, indicating improvement in image 

contrast. 
 

 

 

 



IJT’2024, Vol.04, Issue 02. 9 of 17 

 

 

Figure 6. Shows how improving the X-ray image by using histogram analysis ends up as displayed by some events. (Original: 

Image (a); Enhanced: Image (b)). 

 

In the source images, the contrast is stretched, but in the enhanced images, it is more uniform, with the pixel 

intensity evenly distributed throughout the pixels. The histograms clearly show that the pixel probability dis-

tribution in the images is concentrated. 

 

3.2.3. Data Rescaling Stage 

Rescaling is required to enhance the speed and accuracy and produce good results. The standard scaler is a 

method to preprocess data for machine learning. The standard scaler helps obtain standardized distribution. 

This technique standardizes features by subtracting the mean value from each feature and subsequently di-

viding the obtained result by the standard deviation of the feature [39]. In this study, we utilized the Standard 

Scaler method to preprocess the entire dataset. The standard scaling was calculated as [40]: 

     
        

    
 (2) 

Where,      is scaled data,    is to be scaled data,       the mean of samples,      is the standard deviation 

of samples. 

3.3. Feature Extraction 

Histogram of Oriented Gradients is used to extract features from image. Dalal and Triggs used an oriented 

gradient histogram for pedestrian detection. It uses a gradient calculation with an image dimension of 128 

height pixels and 64 width pixels [41]. 

Gradients (x and y derivatives) of an image are useful because the magnitude of gradients is large around edges 

and corners. The following definition applies to the gradient of the image f(x, y): 
  

   [
  

  
]  

[
 
 
 
  

  
  

  ]
 
 
 

 
(3) 

  

  
 The image's derivative in terms of x, 

  

  
 the image's derivative in terms of y. The kernels are used to convolve 

the images along the x and y axes for calculating the derivatives [-   ] and [
- 
 
 

] . Here are formulas that 

can tell us how to find a gradient’s direction as well as magnitude : 
 

 agnitude of  radient     √  
    

  
                       

(4) 
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Direction of Gradient (           
  

  
  (5) 

Hence, the total number of features for the image was 2916. Figure 7 shows a chest X-ray image from the da-

taset. In addition, there are histograms that show the computed oriented gradients of this image. 

 

 
                        (a)                                        (b) 

Figure 7. Illustrate the features that have been extracted from an x-ray image. (Image enhancement: Image (a), Apply the HOG 

algorithm: Image (b)). 

 

3.4. Handling class imbalance in chest X-ray images classification 

ML classification algorithms typically assume equal samples for every class [42]. Class imbalance is when the 

distribution of classes in the dataset is unequal. If we were to train a classification algorithm over imbalanced 

data, we could presumably obtain predictive models that are not effective and have trouble accurately 

identifying the minority class. In order to solve this problem, this study used a hybrid sampling algorithm that 

combines the synthetic minority oversampling technique (SMOTE) and edited nearest neighbor (ENN). 

SMOTE-ENN Method Developed by Batista [43]. This can improve the generalizability of the model. Table 1 

depicts the distribution of classes before and after balancing. 

Table 1. Number of images in each class before and after handling class imbalance using SMOTE-ENN. 

Class 

Number of X-ray 

images in normal 

distribution 

Number of X-ray images 

after sampling 

Normal 3270 2756 

COVID-19 1275 3267 

Other Pneumonia 3000 1356 

 

3.5. Classification based on machine learning techniques 

Classification is a predictive modeling technique in which a class label is predicted based on the categories of 

the input data. For the classification of chest X-ray images, this study involved three machine learning 

classifiers, namely Support Vector Machine, k-nearest neighbors, and random forest classifiers, for the 

classification of COVID-19, pneumonia, and normal images. 

 

3.5.1. Support Vector Machine (SVM) 

SVMs are machine learning algorithms used for classification and regression. VM is another popular supervised 

learning method. The SVM classifier creates a model that allocates new data points to one of the defined 

categories. SVM can be used for various tasks, including linear classification. SVMs are capable of performing 

nonlinear classification with high efficiency by using a kernel technique. The following kernels are frequently 



IJT’2024, Vol.04, Issue 02. 11 of 17 

 

used in SVM: linear, polynomial, radial basis function (RBF), and sigmoid kernels. Compared to other 

classification algorithms, SVM has substantial advantages in terms of speed, efficiency, and accuracy. 

 

3.5.2. K-Nearest Neighbors (K-NN) 

The K-NN model is a classification and regression nonparametric approach. A nonparametric approach 

indicates that no assumptions are made about data distribution. Here, K is the number of nearest neighbors.  

It helps to determine most class. It simply calculates the distance between a sample data point and all other 

training data points. The number of neighbors (K) in the K-NN model is a hyperparameter that must be selected 

at the time of model prediction. The most important challenge in K-NN is determining the appropriate value of 

K. A low value of K may result in overfitting, which occurs when the model performs well during the training 

phase but poorly during the testing phase. A large value of K makes it computationally time-consuming to 

build the K-NN model. To optimize the results, the K-NN algorithm was tested with different possible values of 

K ranging from 1 to 10. The model with the highest accuracy can be considered the best option. 

 

3.5.3. Random Forest Classifier (RFC) 

The RFC is a Supervised Machine Learning Algorithm used in Classification and Regression problems. It 

constructs decision trees from various samples and uses the majority vote for classification and the average for 

regression. All trees in the forest must make predictions for the same input. As a result, it is a time-consuming 

procedure. 

 

3.6. Performance Evaluation Metrics Parameters 

The classifier with better accuracy was determined based on the classifier performance analysis and evaluation. 

A confusion matrix was used to compare the predicted values from the model with actual values. We computed 

performance metrics, including sensitivity, f1-score, Classification Error (CE), accuracy, precision, Mat-thews 

corr-elation coeffi-cient (MCC), and classifi-cation succ-ess in-dex (CSI), using the terms true positive, false 

positive,false negative, and true negative. The definition and interpretation of each metric are described in 

detail. In this study, we tackle a multi-classification challenge, which necessitates model assessment via a 

multi-class confusion matrix [44]. 

 

A confusion matrix is a table used to describe the classification algorithm performance. Visualize and 

summarize the performance of classification algorithms. It summarizes correct and incorrect predictions broken 

into categories. The confusion matrix comprises four main parameters that are used to create the classifiers 

measuring metrics. These four outcomes are described below: 

•   True Positive (TP): means that the actual and predicted values are the same. 

• True Negative (TN): This represents the number of predictions that the classifier correctly predicted that 

the negative class would be negative. 

• False Positive (FP): negative class predicts a positive category. 

• False Negative (FN): positive cases were misclassified to other classes. 

 

Accuracy describes the accuracy of the model. Precision how precise or accurate the prediction of your model is. 

Recall how sensitive your model is. The model correctly classified positive values. Classifier correct predictions 

of negative samples out of all negative samples represent specificity. F1-score is the harmonic mean of precision 

and recall values. The Matthew correlation coefficient (MCC) [45] is a composite estimate index that integrates 

sensitivity and specificity. As a correlation coefficient, it occurs in the range of 1 to +1. Perfect prediction is an 

indicator of +1, average random prediction is indicated by 0, and –1 is an inverse prediction. The classification 

success index (CSI) [46] is a tool for evaluating the efficiency of a classification model by determining the 

percentage of correctly classified samples out of all samples. Classification Error (CE): The fraction of 

predictions that were incorrect. It is also known as Misclassification Rate. The formulas for accuracy, precision, 

recall, specificity, f1 score, MCC, CSI, and CE are presented in equations (6)–(13), as follows: 
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 (
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4. Experimental results and discussion 

The results obtained by the proposed multiclass model are discussed. Python programing language was used 

for the implementation of the X-ray image classification system. The experiments were performed in the Google 

Colaboratory. A 12-GB NVIDIA Tesla K80 GPU was provided by it, and it could be used for a maximum of 12 h.  

The experiment was conducted using X-ray images of three categories: normal, COVID-19, and other pneumo-

nia. To solve the problem of imbalance in medical datasets, we applied a hybrid sampling algorithm combining 

(SMOTE) and (ENN) with three different supervised learning techniques on datasets after extracting the im-

ages’ features using an oriented gradient histogram algorithm and measuring their performances in terms of 

accuracy, precision, recall, specificity, f1-score, MCC, CSI, and CE.  

The experiment with the k-NN algorithm can be tested using different k values ranging from one to ten. The 

best results were obtained with k = seven. From Figure 8, a plot was derived between the error rate and K de-

noting values. Using an error plot, we can see that the minimum error rate was 0.013 at k = 7. 
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Figure 8. Error rate vs k value graph for k-NN. 

As shown in Figure 9, the optimal value of k was seven because the test accuracy achieved its maximum value. 

We obtained an accuracy of 0.987 at k = 7. Because we already derived the error plot and obtained the minimum 

error at k = 7, we obtained better efficiency at that k value. 

 
Figure 9. It is feasible to deduce from this graph that the optimal value of K is equal to seven. 

 

The efficacy of the proposed system was ascertained by constructing a confusion matrix by observing the ac-

curate and inaccurate predictions made by the model. The confusion matrices are presented in Figure 10-12 for 

the three machine learning techniques; SVM, k-NN, and RFC, acquired during experiments on the testing da-

taset. In the matrix provided, the target and predicted classes are shown on the Y-axis and X-axis. 
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Figure 10. Confusion matrix results of SVM with SMOTE-ENN results in a testing dataset. 

 

 

Figure 11. Confusion matrix results of k-NN with SMOTE-ENN results in a testing dataset. 

 

 
Figure 12. Confusion matrix results of RFC with SMOTE-ENN results in a testing dataset. 

Table 2 presents a comparison between three different supervised learning techniques. The evaluation of the 

three techniques was undertaken to help with the selection of a fitting model for image classification, bearing in 

mind the test results of these techniques. Among these techniques, SVM demonstrated the highest accuracy of 

99.47%. Moreover, SVM surpassed some evaluation metrics, including precision, recall, specificity, f 1-score, 

MCC, CSI, and CE, achieving percentages of 99.19%99.55%99.73%99.37%99.11%98.75% and 0.36,.The k-NN 

classifier obtained an accuracy of 98.70%, moreover, in conjunction with alternative metrics for evaluation such 

as prec-ision, reca-ll, speci-ficity, F1-score, MCC, CSI, and CE, of 99.07%, 97.10%, 99.18%, 98.08% 97.83%, 

96.18%, and 0.87, respectively. However, RFC demonstrated the worst performance by averaging an accuracy 

rate of 98.47%, an accuracy rate of 97.55%, a recall accuracy rate of 98.16%, specificity of 99.29%, an f1_score of 

97.85%, a Mathew correlation coefficient of 97.46%, and a correct classification rate of 95.82% and 1.02% CE. 
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Table 2. “The accuracy, precision, recall, specificity, F1-score, MCC, CSI, and CE for the proposed approach and three classifiers”. 

Metrics (%) SVM k-NN RFC 

Accuracy 99.47 98.70 98.47 

Precision 99.19 99.07 97.55 

Recall 99.55 97.10 98.16 

Specificity 99.73 99.18 99.29 

F1-score 99.37 98.08 97.85 

Matthew correlation coefficient 99.11 97.83 97.46 

Classification success index 98.75 96.18 95.82 

Classification Error 0.36 0.87 1.02 

 

The proposed approach should be compared to the results of the literature review. The results of the proposed 

solution are presented in Table 3. 
 

Table 3. “A comparison of the outcomes between the proposed system and methodologies found in the literature”. 

Approach / Refs. / Author Dataset classes 
Number of images in 

dataset 
Accuracy 

Montalbo [32] 

Normal, Covid-19 

and Pneumonia 

 

9208 

97.41% 

Nagi et al. [30] 
Covid-19, lung opac-

ity and healthy 

19820 
94.21% 

    

Haque et al. [33] 

Normal, Covid-19 

and Pneumonia 

 

5863 

97.56% 

Mahmoud, et al. [30] 

Normal, Covid-19 

and Pneumonia 

 

6310 

>95% 

Proposed Method 
Covid-19, normal 

and pneumonia 
7545 99.47% 

5. Conclusions 

COVID-19 and pneumonia are the most fatal lung diseases. In this paper, Lung disorders can be classified using 

machine learning models. In the proposed methodology, a successful image enhancement using CLAHE. In 

addition, a histogram of the oriented gradient algorithm is used to extract the image features. We applied three 

supervised machine learning classifiers (SVM, KNN and RFC) to classify pneumonia, COVID-19, and normal 

lung CXRs. An imbalance dataset is one whose number of items in one category is significantly greater than or 

less than the number in another category. Therefore, the target variable distribution does not spread just as 

evenly across different categories: With any learner, any learned theorem may be biased; when a model is 

evaluated on out-of-sample data, this also presents problems. The implementation of SMOTE-ENN hybrid 

sampling can help improve the accuracy of the model. The proposed method performs multi-class classification 

with 99.47% accuracy. In future studies our goal is to interrogate various datasets under multiple label condi-

tions. Using the proposed techniques, we want to test how they fit into other diseases. We also want to see if 

they can prove effective for multiple chest diseases. Future researchers should use an ensemble learning 

method to improve the performance of the classification method. 
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