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1. Introduction

Let A denote the class of functions f{z) of the form:

fz) =Z+§:anz”, (1.1)

n=2

which are analytic in the open unit disc
U={z:zeCand |z|< 1}, and let S be the subclass of all
functions in A, which are univalent. Let g(z) € A, be given
by

* Corresponding author.

E-mail addresses: mkaouf127@yahoo.com (M.K. Aouf), adelacg254 @
yahoo.com (A.O. Mostafa), hanaa_zayed42(@yahoo.com (H.M. Zayed).
Peer review under responsibility of Egyptian Mathematical Society.

ELSEVIER

Production and hosting by Elsevier

http://dx.doi.org/10.1016/j.joems.2015.01.002

ge) =2+ g7, (12)

then, the integral convolution of two power series f{z) and g(z)
is given by (see [1]):

(9@ =2+> 22 = (g0 () (13)

Let S*(a) and K(a) denote the subclasses of starlike and
convex functions of order o, respectively. We note that
§'(0) = 8" and K(0) = K, the subclasses of starlike and con-
vex functions (see, for example, Srivastava and Owa [2]).

Goodman [3.4] introduced the classes UCV and UST of uni-
formly convex and uniformly starlike functions. Following
Goodman, Renning [5] (see also [6]) gave one variable analytic
characterization for UCV, that is, a function f{z) of the form
(1.1) is in the class UCV if and only if

(Tt e

(z € U). (1.4)
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Goodman proved the classical Alexander’s result
f(z) eEUCY <> zf(z) e UST, does not hold. On later,
Ronning [7] introduced the class S, which consists of functions
such that f(z) € UCY <> zf'(z) € S,. Also in [5], Renning gen-
eralized the classes UCV and S, by introducing a parameter o in
the following.

Definition 1 [5]. A function f{z) of the form (1.1) is in the class
Sy(a), if it satisfies the following condition:
zf'(2)

2f'(2) }
R——L—a, >
{ fz) fz)
and f(z) € UCV(), the class of uniformly convex functions of

order « if and only if zf'(z) € S,(«).

Also in [8], Bharati et al. introduced the classes UCV(«, f§)
and S,(x, ) as follows:

—%@J<a<hzebﬁ (1.5)

Definition 2 [8]. A function f{z) of the form (1.1) is said to be
in the class S,(a, f), if it satisfies the following condition:

ASCREAL

and f(z) € UCV(a

zf'(2)
f2)

71’ (-1<a< ;8= 0;z€e ),

(1.6)

,B) if and only if zf'(z) € S,(«, B).

Denote by 7, the subclass of S consisting of functions of
the form:

=z— Zan d

n=2
Denote also by 7 (o) =8"(«) N7, C(a) =K(x) N7, the
subclasses of starlike and convex functions of order « with
negative coefficients, which were introduced and studied by
Silverman (see [9]). Also let UCT (o) =UCV()NT, S, T

an = . (17)

() =S,(0) NT, UCT (o, B) =UCV(e,, f)NT and S, 7 (a,
ﬁ) = S,,(OC, ﬁ) N T
Let S,(fio,f) (-1 <a<1, f>0and 0<y<1) be the

subclass of S consisting of functions of the form (1.1) and sat-
isfying the analytic criterion:

zf'(2) + 221" (2)
e i )+yzf’( -}
vzzf "(2)
L= 9)Az) +yzf'(2)
The class Sy(f; o, f) was introduced and studied by Aouf et al.
[107 with g(z) = ] Further, we define the class 7S, ( f; o, f§) by
1S,(fio, B) = S)(fio, p)NT.

Let F(a,b;c;z) be the (Gaussian) hypergeometric function
defined by

>/3‘ —1‘ (ze ). (1.8)

(@), (D)
Fla,b;c;z) = naon i

; (©),(1),,
where ¢ # 0, —1, —2, ... and

ifn=0,

. 1
(A)”:{;L()v+l)(2+2)”'(/1+n*1) ifneN={1,2,...}.

We note that F(a,b; c; 1) converges for R(c —a —b) > 0 and
is related to Gamma functions by

I'(e)['(¢c—a—b)

Fla,b; ¢; 1) :m. (1.9)
Also, we define the functions

gla,b; ¢; z) =zF(a,b; ¢; z), (1.10)
and

hy(ab; ¢; z) = (1= p)(gla,bye;2)) + pz(g(a,b; ¢; 2))'(n = 0).

(1.11)

The mapping properties of a function A,(a, b; c; z) was stud-
ied by Shukla and Shukla [11].

Corresponding to the Gaussian hypergeometric function
2Fi(a,b; ¢; z), we define the linear operator M. : A — A
by the integral convolution
[Mmb.c(f)](z) :g(a>b; (& Z) @f(Z)
= (a)rlfl(b)n la” )1

= g

and the linear operator N,: A4 — A by the integral
convolution

WNu(N](2) = hu(a, b; ¢; z) ® f2)
_ N (a)n—l(b>n—l n _n
—z+§:U+Mn—UWT—ﬂ$:;a

(c#0,—1,-2,..), (1.12)

n=2 ¢ n—1

X (c#0,—1,-2,...). (1.13)

Merkes and Scott [12] and Ruscheweyh and Singh [13] used
continued fractions to find sufficient conditions for
zF(a,b; ¢; z) to be in the class S*(«) (0 < o < 1) for various
choices of the parameters a, b and c¢. Carlson and Shaffer
[14] showed how some convolution results about the class
S* (o) may be expressed in terms of a linear operator acting
on hypergeometric functions. Recently, Silverman [15] gave a
necessary and sufficient conditions for zF(a, b; ¢; z) to be in
the classes S*(«) and K(«).

2. Main results

Unless otherwise mentioned, we assume throughout this
paper that —1<a<1, f>0and 0<y< 1.
To establish our results, we need the following lemmas due to
Aouf et al. [10].

Lemma 2.1 [10, Theorem 1, with g(z) = {
condition for f(z) defined by (1.1) to be in the class S,(f; o, f) is

00

D In(l+p) -

n=2

Lemma 2.2 [10, Theorem 2, with g(z) = {=]. A necessary and
sufficient condition for f(z) defined by (1.7) to be in the class
1S, (f; o, p) is

00

> (1 +B) -

n=2

(e + B+ 90— Dlla,] <1 (2.1)

(a+ Pl +y(n—1)]a, <1—o. (2.2)

By using Lemmas 2.1 and 2.2, we get the following results.
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Theorem 2.1. Let a, b >0 and ¢ > a+ b+ 2, then the suffi-
cient condition for g(a,b; ¢; z) to be in the class S,(g; o, f) is
that

re)r(c—a->ab)
I'(c—a)l(c—b)

71+ B)(a), (h),
(I—a)(c—a—b—-2),

abl(1+ )~ y(x~B-2)]

(I—a)(c—a—b—T) <2

(2.3)

Also, condition (2.3) is necessary and sufficient for
Fi(a,b; ¢; z) =z(2—F(a,b; ¢; z)) to be in the class
TS;(Flvfxvﬂ)

Proof. Since
b _ n l n 1 n
gla,b; ¢; z) =z + g ©

then, according to Lemma 2.1, we need only to show that

i[n(l +B) — (@ + B[l +9(n— 1)]M <1

n=2 (C)n l(l)n 1
Thus
N (@),1(b),
n(l+p) — (e+ 1+yn—1 4 o
3 ln1+ ) = ot DI+ 500 = D] et e
> (a),_,(b),
==} oy B === 2)]
- 1 (B) - (b)),
ng 1”1+/1+ﬁz Lo (2.4)
11:2 n— n=3 n 1 n-3
Since (4), = A(A+1),_,, then from (1.9), we may express (2.4)
as
o~ (), (), ab & (a4 1),(b+1),
(1-2) ;«Ml),, L +11+8) (= CZ e .0,
(a) (b)) X=(a+2), h+2 Fch a— b
+9(1+B) . ZO c+2 [r 1]
S4B —y(o— e 2)]abl"(c+l) (c—a— 1)

b—
¢ I'(c—a)Il'(c—b)
(a),(b), I(c+2)[(c—a—b—2) T(c)(c—a—b)
I
)

1+ (¢) I'(c—a)[(c—b)

2 c—a
ab[(1+B) —y(x—B=2)]  y(1+B)(@),(b),
(c—a—b-1) +y(cfcsz72)2] (1-a).

X [(171)+

But this last expression is bounded above by (1 —«) if (2.3)
holds. Since

(@), 1(0),-
Fi(a,b; ¢; z) =z — 1 nolgn

; (c)nfl(l)nfl
the necessity of (2.3) for Fi(a,b; ¢; z) to be in the class
1S,(Fy; o, p) follows from Lemma 2.2. This completes the
proof of Theorem 2.1. O

Remark 2.1.

(i) Putting f =9 =0 in Theorem 2.1, we obtain the result
obtained by Silverman [15, Theorem 1].
(ii) Putting f =0 and y = 1 in Theorem 2.1, we obtain the
result obtained by Silverman [15, Theorem 3].
(iiii) Putting f =1 and y = 0 in Theorem 2.1, we obtain the
result obtained by Cho et al. [16, Theorem 2.1].
(iv) Putting f =y =1 in Theorem 2.1, we obtain the result
obtained by Cho et al. [16, Theorem 2.3].

(v) Putting y =0 in Theorem 2.1, we obtain the result
obtained by Swaminathan [17, Theorem 2.1] (see also
Kwon and Cho [18, (ii) of Theorem 2.3]).

(vi) Putting y =1 in Theorem 2.1, we obtain the result
obtained by Swaminathan [17, Theorem 2.3] (see also
Kwon and Cho [18, (ii) of Theorem 2.4]).

Theorem 2.2. Let a, b >0 and ¢ > a+ b+ 3, then the suffi-
cient condition for h,(a,b; c; z) to be in the class S,(h,; o, f)
is that

Fr(c—a=b)[,  ab[(1 +B)(1+2y+2u+2yp) — (o + B)(y + u+ 1)l
I'(¢c—a)l'(c—b) (I=a)(c—a—b—1)
D)+ A0+ ptdny) —yuat Bl yp(1+ ) (a);(b);
(I—a)(c—a—b-2), (lfoc)(cfa b—13),

1+

<2.

(2.5)

Also, condition (2.5) is necessary and sufficient for
h(a,b; ¢; z) = 2(2 — M) to be in the class TS, (h"; a, f).

Proof. Since

hu(a,b; ¢ Z):Z+i[l+“(n_l)}w 7

Y b
S Ja(1 + B) = (o B+ 70— D)1+ g — 1)) Bl
=2 C)n—l 1),,7]
<1-
Thus
Z:z[ (1+B8)—(a+B)[1+y(m— 1)1+ p(n—1)] (gn::g’;n:
[(T+B) (X +2y+2u+2pp) — (a+ B) (v + IM+W)]§:§L3H:]I Ell’;n:;
e i Ll e i
TV o sl W o

=[(1+p)A+2y+2u+2yu)

00

(a+1),(b+1),
Z c+1 (1)

=0

—(e+B) (v +p+yp)]

+[(T+B)(y + 1+ 4yu) — yu(o+ B)] @

@ & (+2),0),
- Sni (@+3), b+)3)+(1_u)[2m—1]

=[(1+B) (1 4+2y+2p+2yu)

abI'(c+1)I'(c—a—b—1)
I'(c—a)l'(c—b)

—( B+ )]
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+H(T+B) (7 +u+dyp)
(a),(b), I'(c+2)[(c—a—b—2)

T T Fe—a)Tte=h)
A (@);(b); T(c+3)(c—a—b—3)
D, T Te—al(e—h)

r'e)['(c—a—b)
1) [r<c7u)r<cfb>’ 1]

_I(r(c—a=b)[ .
e e 07
LBl (429 42+ 29p) — (a4 B) (v ot 0]
(c—a—b-1)

(@), (D), [(1+ B) (y + p+4yp) —yua(oe+ B))
(c—a—b-2),

(1 +B)(a);(b)s

+ (c—a—b— 3),] (=)

But this last expression is bounded above by (1 —«) if (2.5)
holds. Since

Wabs e )=z 3 [+ uln— 1) Dt Pl

n=2 (c)n—l(l n—1
the necessity of (2.5) for A"(a,b;c;z) to be in the class
1S,(h*; a,p) follows from Lemma 2.2. This completes the
proof of Theorem 2.2. O

Remark 2.2. Putting & =y = 0 in Theorem 2.2, we obtain the
result obtained by Ramachandran et al. [19, Theorem 2.1, with
p=2and g=1].

Putting « =0 and y =1 in Theorem 2.2, we get the correct
form of the result obtained by Ramachandran et al. [19, The-
orem 2.3, with p =2 and ¢ = 1].

Corollary 2.1. Let a,b >0 and ¢ > a+ b+ 3, then the suffi-
cient condition for h,(a, b;c;z) to be in the class UCV(B) is that

(zg) Fla+3,b+3; ¢c+3; 1)

T (dap+ St 1) @20
(c),
+(2u[3+4u+2[3+3)%F(a+ Lb+1; c+1; 1)

+ F(a,b; ¢; 1) < 2. (2.6)

u(1 + p)

Fla+2,b4+2; c+2; 1)

Also, the condition (2.6) is necessary and sufficient for
W (a,b; ¢ z) :2(2—M> to be in the class UCT ().

Theorem 2.3. Let a, b > —1, ab<0 and ¢ >a+ b+ 2, then
the necessary and sufficient condition for g(a,b;c;z) to be in
the class 18, (g; o, B) is that

7(1+ B) (@), (b), + [(1 + B) = v(2 = B —2)]ab(c —a — b —2)
+(1-a)(c—a—b-2), = 0. (2.7)

Proof. Since

ab N (a+1)n72(b+1)n—2 n
4 n=2 (C+ 1)1172(1);171

_ a_b i ([l + 1))1—2(b + 1)1172 Zn
C = (CJ’_ 1)17—2(1)}171 '

gla,b; ¢; z)=z+—

then, according to Lemma 2.2, we need only to prove that

3 [n(l+ﬁ)*(a+ﬁ)][l+v(n*1)]W< ‘ab‘ (1-a).

n=

(2.8)
Thus

z[n(l B~ (et Pl 4 9(n— 1] (“;B;if (B:,)f’z

~ (047 == 23 el

a—&-l—b—&-l)nz ~(a+1), ,(6+1),,

1,20, TP e ), L,

H4pY
n=3

— (049 =10 p- 2y L

(a+1)(b+1) =N (a+2),(b+2), ¢ | =(a),(b),
My ; et - )E{;(c)”(l)”_l}

e B
(a+1)(b+1)I'(c4+2)[(c—a—b—2)
(c+1) I'c—a)l(c—b)

c [l (c—a=b) 1]

ab [I'(¢c—a)l(c—b)

(c—a—b-2)
—a)l(c—b)

+7(1+p)

+(1—a)

F(c+1)

[[(1 +B)=y(@=p=2)(c—a—b~-2)

+(1 +ﬁ)(a+1)(b+l)+%(cfa7b72)z} ~(1 70()%. (2.9)

Hence (2.8) is equivalent to

I'c+)I(c—a—b-2)
I'(c—a)I'(c—b)

+y(1+p)a+1)(b+1)+

([(T+p)=r(2=p=2)(c—a—b-2)

“ab e—a—b- 2)}

C Cc
(1 —a) = (1-2) =0,

Thus, from (2.10), we have

[(A+B)—y(e=B=2)(c—a=b=2)+y(1+B)(a+1)(b+1)

(1—0)
ab (e=

or, equivalently,

71+ ) (@), (b), + [(1 + B) = v(2 = = 2)]ab(c —a — b =2)
+(1—-a)(c—a—b—-2), =2 0.

(2.10)

+ a—b-2),<0.

This completes the proof of Theorem 2.3. O
Remark 2.3.

(i) Putting f =7y =0 in Theorem 2.3, we obtain the result
obtained by Silverman [15, Theorem 2].
(i1) Putting f =1 and y = 0 in Theorem 2.3, we obtain the
result obtained by Cho et al. [16, Theorem 2.2].
(iii) Putting y =0 in Theorem 2.3, we obtain the result
obtained by Swaminathan [17, Theorem 2.2] (see also
Kwon and Cho [18, (i) of Theorem 2.3]).
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Putting f = 0 and y = 1 in Theorem 2.3, we obtain the follow-
ing corollary which corrects the result obtained by Silverman
[15, Theorem 4].

Corollary 2.2. Let a, b > —1, ab< 0 and ¢ > a+ b+ 2, then
the necessary and sufficient condition for g(a,b; c¢; z) to be in
the class C(a) is that

(@),(b),+(3—a)ab(c—a—b—2)+ (1 —a)(c—a—b—2), = 0.

Putting p=vy=1 in Theorem 2.3, we obtain the following
corollary which corrects the result obtained by Cho et al. [16,
Theorem 2.4].

Corollary 2.3. Let a, b > —1, ab< 0 and ¢ > a+ b+ 2, then
the necessary and sufficient condition for g(a,b; ¢; z) to be in
the class UCT (o) is that

2(a),(b), +(5—a)ab(c—a—b—-2)+(1—a)(c—a—b—2), = 0.

Putting y = 1 in Theorem 2.3, we obtain the following corollary
which corrects the result obtained by Swaminathan [17,
Theorem 2.4] and the result obtained by Kwon and Cho [18,
(i) of Theorem 2.4]).

Corollary 2.4. Let a, b > —1, ab<0 and ¢ > a+ b+ 2, then
the necessary and sufficient condition for g(a,b; ¢; z) to be in
the class UCT (o, ) is that

(1+p)(a),(b), + (B3+2p —a)ab(c —a—b—2)
+(1—-a)(c—a—b—-2), 2 0.

Theorem 2.4. Let a, b > —1, ab <0 and ¢ > a+ b+ 3, then
the necessary and sufficient condition for h,(a,b; c; z) to be in
the class 18, (h,; o, p) is that

(L + B)(a);(b)s + [(1+ B)(y + u+4yp)
=yl + B)l(a)y(b)y(c —a—b—3)
+ 11+ B)(1 +2y + 2u + 2yp)
— (a4 B) v+ pu+ywlab(c —a—b-3),

+(1-a)(c—a—b—-3); 2 0. (2.11)

Proof. Since

(a + l)n—Z(b + 1)11—2 P

ab &
hu(ab; ¢ 2) =z +— Z I+ p(n—1)] (et 1),0(1),
Zw: (a 1), o+ 1),

‘ab
c n=2 (C“’ 1)}172(1)}171 '

then, according to Lemma 2.2, we need only to prove that

00

D (L +p) = (a+ B[ +9(n = D[+ p(n = 1)]

)04 1),,
(c4+1),5(1),_,

‘ab’ (1 - 2). (2.12)

Thus

(a+1), 5(b+1), 5
(e+ 1), (1),

= (1 B)(1 42+ 20+ 2pp) — (H/f)(/ﬂww)]zw

(c+1),.5(1),5
—yu( 7+ﬁlz<a+l

> (14 B) = (et B[ +y(n—D][1+p(n—1)]

L(b+1),,
(e+1),2(1),5

< (a+1), ,(b+1), (a+1), 5(b+1
+yu(1+p) Z#q%lf )27)
i

+[(T+B) (7 +p+4yp)

2(D,4 (e

— (1 B)(1 25+ 250 230 <x+ﬁ>(/+u+,u12%§’ﬁ>”

(a+1)(b+1) X (a+2),(0+2),
(c+1) Z (c+2),(1),
(a+1),(b+1), = (@+3), ,(0+3), (a),
e 2 e, e, }

= [(l+/}>(l+2'}’+21‘1+27#>7(“‘5’/3)(7‘5’#“’7#)]%

(a+1)(b+1)T(c+2)[(c—a—b—2)

(A +B)(r+p+4yp) —ypu(a+B)]

n=0

+yu(1+p)

A +B) o+ p+4vp) —yu(a+B)] D Tle—a)l(c—b)
(a+1),(b+1), I'(c+3)[(c—a—b—3)
+on(+h) (c+1), I'(c—a)l'(c—b)

¢ [I(c)[(c—a—b)
(1706)%{F(c—a)1"(c—b)7 ]
L [{(1 B+ 27+ 2004 230) = (ot B) (7 + 910}
x (e =a=b=3),+[(1+F)(r + - 4yp) = yu(-+ B (a+ 1)(b+1)(c—a=b=3)

+y;¢(1+[)’)(a+1)2(b+l)z+(1;ba)(c7u7b73)} (1-u)<

¢
ab’

Hence (2.12) is equivalent to

F(C;:(l)f(;_a_ — {{ 429+ 20+ 2p)
—(e+ B +utyw)ilc—a—b-3),

(1 +B)(y + p+dyp) — yu(o+ B)l(a+ 1)(b+ 1)

x (c—a—b=3)+ywu(l+p)a+1),(b+1),
-I-%(c—a— )] (1—a)a—2—(1—a)a—2:0

Thus, from (2.13), we have
[(T+B)(14+2y+2p+42yu) — (a+
(1 +B)(y+ p+4yp) — (e +

o1+ ) (a+1),(b+ 1)2+(1a;“) (e=a=b-3),<0,

This completes the proof of

B +u+ywl(c—a—b-3),
Blla+1)(b+1)(c—a—b-3)

which implies to (2.11).
Theorem 2.4. O

Putting « =y =0 in Theorem 2.4, we obtain the following
corollary which corrects the result obtained by Ramachandran
et al. [19, Theorem 2.2, with p =2 and ¢ = 1].

Corollary 2.5. Let a, b > —1, ab< 0 and ¢ > a+ b+ 2, then
the necessary and sufficient condition for h,(a,b; c; z) to be in
the class S,T (p) is that

(a+ Db+ 1)
A

+uB+2)+B+1Fla+1,b+1; c+1; 1)

+a—CbF(a,b; ¢ 1) <0.

Fla+2,b+2¢c+2;1)
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Putting o = 0 and y = 1 in Theorem 2.4, we obtain the following
corollary which corrects the result obtained by Ramachandran
et al. [19, Theorem 2.4, with p =2 and ¢ = 1].

Corollary 2.6. Let a, b >0 and ¢ > a+ b+ 3, then the suffi-
cient condition for h,(a,b; ¢; z) to be in the class UCT (p) is that

(a+1),(b+1),

w1+ B) c+ 1),

Fla+3,b+3; c+3; 1)

(a+1)(b+1)

+ (duf+Su+p+1) Fla+2,b+2; ¢+2; 1)

(c+1)
+Qup+4u+2p+3)Fla+ 1,b+1; c+1; 1)
¢
—F(a,b; ¢; 1) <0.
+ab (a,b7 C? ) 0

Using similar arguments to the proof of the above theorems, we
obtain the following theorems.

Theorem 2.5. Let a, b > 0 and ¢ > a+ b+ 2. If the inequality
(2.3) is satisfied, then [M.(f)|(z) maps the class S (or S*) to
the class S,(f; o, f).

Theorem 2.6. Leta> 1, b > 1 andc > a+ b — 1. If the follow-
ing inequality

I'(c)[(c—a-—>b) ab
m{[(14‘/3)—)’(0“"/?)]"‘3’(1+/3)(C_a_b_1)
(=Dt B
+(1 —V)(a+ﬁ)%<2(l —a), (2.14)

is true, then [Mgy.(f)](z) maps the class K to the class

S",'(f? o, f).

Theorem 2.7. Let a, b > 0 and ¢ > a+ b+ 3. If the inequality
(2.5) is satisified, then [N ,(f)] (z) maps the class S(or S") to the
class S,(f; «, ).

Theorem 2.8. Leta > 1, b > 1 andc > a+ b+ 2. If the follow-
ing inequality

M‘“‘i; {T+B)—(a+ By +u—y0)}

I'(c—a)l'(c—
L @I+ B+ u+ ) —yp(e+ P
(c—a—-b-1)
+w(1+ﬁ>(c_(ff)i7(?iz)2
+(a+ﬁ)(v+u—w—1)m
(a—1)(b—1)
L2 =) + (e + By +p—yu— 1)%7 (2.15)

holds, then [N (f)](z) maps the class K to the class S,(f: o, ).

Remark 2.4. By specializing o, f# and y in Theorems from 2.5
to 2.8, we will obtain new results for different classes men-
tioned in the introduction.
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