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Abstract

The quick progression of artificial intelligence (Al), espedially Large Language Models (LLMs) now
offers unprecedented opportunities for creating personalized leaming experiences in the education
field, as in the field of teaching English as a Second Language (ESL). The present study investigates the
integration of prompt engineering with linguistic theories as a means of guiding LLMs to produce
customized ESL reading material that is both linguistically accurate and pedagogically sound, addressing
the diverse needs of ESL leamners via building a linguistically-informed and user-friendly model of
prompt parameters. Through such model, the study seeks to benefit educators regardless of them
being experienced enough in prompt engineering and generative Al. The theoretical framework of this
study is based on developing a comprehensive model of prompt engineering that integrates elements
from three well-known linguistic theories: Transformational Generative Grammar, Systemic Functional
Linguistics, and Global Englishes, along with basic prompt engineering elements. Using a mixed-method
approach of quantitative and qualitative analysis, the study evaluates the effectiveness of this model. To
test the model, six reading texts at different levels of the Common European Framework of Reference
for language proficiency (CEFR) are generated by an LLM chatbot named Microsoft Copilot. These texts
serve a variety of purposes and are of different genres. The readability scores of the generated texts are
analysed using a combination of three metrics. Alongside this, a detailed qualitative analysis of each text
is also undertaken. Together, these have revealed a general alignment between the texts and the
targeted CEFR levels as well as their adherence to elements of the employed linguistic theories as
requested in the devised prompt for each generated text. This demonstrates the developed model's
efficiency in enhancing the Al's ability to produce reading material that is responsive to the diverse
language levels and needs of the ESL leamers, hence contributing to both creating more suitable
learning experiences within ESL pedagogy and endorsing the integration of generative Al with linguistic
theories to help teachers satisfy such needs.
Keywords: prompt engineering, large language models, generative Al, transformational generative
grammar, systemic functional linguistics, global Englishes, customized ESL reading materials

An Assistant Professsor of Linguistics & Translation — Dept. of English Language —
Faculty of Education - Alexandria University/ Egypt.
Email: hebatollahheg@alexu.edu.eg

501


mailto:hebatollahheg@alexu.edu.eg

A Linguistically Developed Prompt Engineering Parameters Model Dr. Hebatollah M. M. Hegazy

%m‘ 3¢l pal o guall ch’JAnay‘ sl ud g3 5 et Ligald jglae Oledlaiwl| fuudig) pulas 533.43
Pl AL (o 5o ) il @dad Jlone
‘._.;'J\q-.:. Looms 3900ne 4y D
A= |

Sgalll ZALe Jlme 2 Jeoling e Al elida oW slealitl Jlove 2 Jvas y el Of yo bl oG &Y
el @ tad Jloe 2 iolin g e taidl Jloe 2. sl @lai 3 B OlolSe) (LLMS 3,0 sn1
s Sl Mt i gy SIS0 sty 00 iy ESL Gl i S oo
Jlons 2 iiains B2l 5B (10 guad 353 (ol 5 S oy gl 3l B yi Cyculd Sr gl Sy Sl
)’._el_ﬂl\.ﬁ._u.gdsdm ca‘g_d ijﬁ# ol ydl g ;‘—.""BMC"—J)&"?"’?‘M‘@
O adwg Lagal BBy o gad cl_'a."? 5y S i galll C'ALc.Z.ﬂ dogs ol 41Sebs Oibe Mt W i
da il IS (4 g Srmil ol Day ko 1 i) St o gl Sl b1 (59 a9 i) o L)
Crmalall Al nilSea ot a5 (o1 iyt (i (Lt B 30 Cs}a IS e OleMariwM ki
‘q.t..\_a&‘&)_hdljl_bmvu_u.dh i p@).c_i‘s‘g.uﬁu_:)_’n.aﬂ ‘ULLJQ_‘AYI P == ] uLu.a.d
gl oY) 8yl ogal Ol Iy S (e y wolic means u.aLaM.a..-qu,.ul_a.l Sl Caj_a).g_h.’
Olcas s (GES jndladt Ol jda Wy (SFL ol s 31 Sl galll 9  TGG ‘;.IAH! (S gl
M PRUPAER S PR P YOSV MDY S PP D, ‘(20 () LV SEESR NP RPN P RS 1 ST R = |
I (pamidai g 30! mlad @ B SLILAY (2SS el (s ped Gtalidns imgin
ilidns gt Ol giws Bugiwd (il (vl o o W1 il O LIl foalidne Bel 58 (o0 giad Wi
ady 93 A8 g o9l e paline Llaladi g_hiﬁ} CEFR olalt sagll g_)ﬁ)}‘}“ g_ﬂ_?)ll)L_b‘Y| O—e
poe e Gy g9y 9B {Microsoft  Copilot "l g5 Gl 4w g ySale" da—ulgy (o g—aidl ol s
wM‘Z;‘AN}@-wM;AJ-:J:&é\-UC&-&&AJ} .MmiiH‘@_ﬁﬂ‘cbw|Q%
ple G815 (e (o ST (L ialll S (doidl oot () (b io EOLS (o g 5 Alduls Bt sll
{oakeras gl 3319 (OLald gl ‘;_)3)3;’“ =22 U HLo YL ol Galdl Oby s g 55l (10 gmicaid! (A
LB g il ind oS3 e el oW1 Lot 3 )ud (le Juy Las droniniomad] gl il paid)
LaLES uleumd ! LMl g a4 ioliallg gttt oaSbasll JLadll 4omes oy Baidl olaslt
U@ g Cl_ul e Logalll jelall C{’_Q.d‘ A)M)—@Jé.t 09 B V\.u_«au u_vLAM.u_wY‘ 2 igliall
V\_U.«.\:-..\Y‘ et g b ol pt) 2 ASIS) ‘_,Jl_d\.aj ‘l_dLZ:v i Da g \_«.a.dajm.\_ta Oldg Logal lada
Suel il gl Ol yaid) 63) = uch]a_aaﬁﬂ PN | P = p_cé Ll_aa.ﬂ ‘QALuuj =l el
P (RN T ), VN | mmMu!AjemmawjmmMu)m;m!Lw_ahM
eIladt Jo Sl il
P (] 4‘5’“’.‘" ‘,oh.h.aam PIT="NW [y JUPRA [y pe il C‘QL""" “_!LAMA;_N" it il Sl adSY
2 Gaiasma ong EV-Y WP-S v (P | ul_n_.).a.la-uﬂ‘ iUl Sats o3| Cils gl t‘,.l.”_au.ﬂ é‘..l_d}d‘
MBM&wMﬂlwﬂ!ﬂudbﬁa

1. Introduction

The development of generative artificial intelligence (Al), particularly
large language models (LLMs) has increased the potential to create
customized material for various purposes (Li et al., 2023), and what
enhances such LLMs' performance is actually prompt engineering. Research
studies have underlined that effectively engineered prompts can
considerably improve LLMs' performance in generating specified
conversational responses and outputs, like those required in radiology
(Russe et al., 2024). More specifically, research on Al language learning
tools, as evident in Barrett and Pack (2023), proposes that prompt
engineering could help create personalized learning experiences for
students of English as a second language (ESL). Nevertheless, prompt

engineering may present a challenge, particularly for non-experts who
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struggle to devise effective prompts. Whereas existing research does not
address the creation of a predefined model of prompt parameters for ESL
material generation, it underscores the capability of prompt engineering in
guiding LLMs' output, as stated by Li et al. (2023). A model could be
designed by combining theories of language and the principles of prompt
engineering so that LLMs could be guided to produce customized ESL
materials. This will involve an integrated approach to meeting the basic
needs of language learning and the particular demands of ESL education.
Thus, research into this area is essential in order to develop and assess such
a model, which would in turn unleash Al's full potential in producing
personalized customized ESL reading texts across different genres, types
and registers.

Customization, in ESL education, is central in delivering effective learning
experiences. Since ChatGPT has started to be prominent in education, a
strong possibility for building and adapting language models to augment
ESL learning has become apparent (Leong et al., 2023). Both educators and
learners can work on content that suit their specific linguistic needs as well
as preferred learning styles via employing generative Al to produce
customized ESL reading materials, which, in turn, endorses more effective
language acquisition, proficiency, and engagement through affording
targeted support (Fryer et al., 2020; Young & Shishido, 2023). Furthermore,
in Ochieng's (2023) words, Al can help create diverse and engaging reading
materials that satisfy students' interests and real-world experiences. Such
personalization boosts the learning process by causing it to be more
relevant and stimulating. However, educators, as stressed by Labruna et al.
(2023), must seriously evaluate the quality and accuracy of Al-generated
content to ensure it meets educational objectives and standards.

Indeed, chatbots are valuable language-learning tools especially for
those studying English as a Second Language (Petrovic & Jovanovic, 2020).
Studies have shown that they also improve reading comprehension of ESL
and other language skills (Jiang, 2022) and positively affect vocabulary
acquisition, sentence structure, spelling and pronunciation (Mohamed &
Alian, 2023). In addition, Devlin et al. (2019) and Radford et al. (2019)
argued that contemporary natural language processing (NLP) models can
be utilized to improve the capabilities of chatbots in providing personalized
learning experiences and feedback for ESL students.
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Studies have shown that LLMs like ChatGPT can generate texts of high
quality and various styles and for various purposes (Labruna et al., 2023;
Ochieng, 2023; Young & Shishido, 2023). Studies have also revealed the
effectiveness of prompting techniques in guiding LLMs to produce specific
outputs (Li et al., 2023; Woo et al.,, 2023). Morevoer, from a linguistic
perspective, theories, such as Transformational Generative Grammar
(TGG), Systemic Functional Linguistics (SFL), and Global Englishes (GEs), (see
Section 4.2), offer valuable insights into the structure, function, and
sociocultural context of language. However, to my best knowledge, despite
the potential of LLMs, precious knowledge from language theories, and
importance of prompt engineering techniques, these elements have not
been systematically combined in current research to create a model of
prompt parameters that can efficaciously instruct LLMs in generating
customized ESL reading materials to cater to the specific language needs of
ESL learners. The present research aims to address this knowledge gap by
developing and evaluating such predefined model that integrates basic
prompt engineering elements with insights from language theories to
enhance LLMs’ generation of ESL reading texts that address the linguistic
needs of the ESL learners and save the teachers' time and effort in
searching for and finding reading materials suitable for their learners’
language proficiency levels, thus contributing to improving the efficiency
and effectiveness of ESL teaching and learning.

2. Research Objectives

This study aims to develop and evaluate a predefined model of prompt
parameters that can enhance the generation of customized ESL reading
material by LLMs. To achieve this aim, the study seeks to achieve the
following sub-objectives:
2.1 Model Development

e |dentify and integrate relevant elements from prominent language
theories, TGG, SFL, and GEs, into a structured model of prompt
parameters.

e Incorporate basic elements of effective prompting along with
elements from the three language theories to guide LLMs,
particularly the utilized Microsoft Copilot as an example LLM, in
generating customized ESL reading material.
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Develop a clear and user-friendly framework for applying the
predefined model of prompt parameters, making it accessible to
educators with varying levels of expertise in prompt engineering.

2.2 Model Evaluation

Generate a diverse set of ESL reading texts using the developed
model, targeting different language proficiency levels based on the
Common European Framework of Reference (CEFR) (see Section
6.2.1.3).

Assess the readability of the generated texts using multiple
readability metrics, Flesch-Kincaid Reading Ease (FKRE), Flesch-
Kincaid Grade Level (FKGL), and Gunning Fog Index (GFl), (see
Section 6.2.1), to determine their suitability for the intended CEFR
levels.

Analyze the extent to which the generated texts incorporate the
specified prompt parameters derived from language theories and
basic prompt engineering, evaluating the LLM's understanding and
execution of the prompts.

Explore the versatility of the developed model by generating texts
across different text types and registers, demonstrating its
adaptability to various pedagogical needs.

3. Research Questions

The main research question is: how can the integration of prompt
engineering and language theories be leveraged to create a predefined
model of prompt parameters that enhances the generation of customized
ESL reading material by Al LLMs? To effectively address the research
objectives, the researcher has broken it down into the following sub-
questions:
3.1 Model Development

1. Which elements from TGG, SFL, and GEs are most relevant for

guiding LLMs in generating customized ESL reading materials?
What basic prompt engineering elements can be integrated with
these linguistic elements to create a structured and effective model
of prompt parameters?

What practical considerations should be addressed in the model
development process to ensure its usability and accessibility for
educators?

505



A Linguistically Developed Prompt Engineering Parameters Model Dr. Hebatollah M. M. Hegazy

3.2 Model Evaluation

1. To what extent can the developed model guide LLMs, e.g.
Microsoft Copilot, used in the current study, in generating ESL
reading texts that align with different CEFR proficiency levels?

2. Do the readability scores of the generated texts, as measured by
multiple readability metrics, correspond to the intended CEFR
levels?

3. How effectively does the employed LLM incorporate the specified
prompt parameters derived from the targeted language theories
and basic prompt engineering into the generated texts?

4. How versatile is the developed model in generating customized
reading materials across different text types and registers?

4. Theoretical Framework

This section establishes the theoretical groundwork for the current
study by underscoring the intersection of generative Al and linguistics, as
elucidated below:
4.1 Generative Al

Generative Al refers to a category of Al systems designed to create novel
content, typically mimicking human creativity, based on patterns and
information learned from existing data; these systems analyze and produce
linguistic data in diverse ways (Dong et al., 2022). To explicate, a generative
Al system can be instructed to create a text on a specific topic, such as a
news article, a short story, an email, a medical report, etc., and analyze the
linguistic features of such generated output, like word choices, grammatical
structures, stylistic features, and discourse patterns (Dong et al., 2022).
Furthermore, generative Al, as stated in Devlin et al., 2019, Dong et al.,
2022, and Ouyang et al., 2022, can create texts addressing pre-determined
linguistic parameters, level of difficulty, writing style, and register, i.e.
customized learning materials, since these Al systems, by analyzing
enormous amounts of text data, learn the various linguistic rules sentence
structure (syntax) and word meanings (semantics). Al, for instance, can
quickly process large volumes of text, saving time and effort in tasks like
reviewing language patterns or eliciting information from written content.
Examples of generative Al models are Generative Adversarial Networks
(GANs), Variational Autoencoders (VAEs), and, importantly, LLMs such as
BERT, T5, GPT-3, LaMDA, and PaLM, among others (Brown et al., 2020;
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Chowdhery et al., 2022; Thoppilan et al., 2022; Devlin et al., 2019; Ouyang
et al., 2022; Raffel et al., 2020). As these LLMs are trained on huge amounts
of text data, they have displayed remarkable performance in various
linguistic tasks, such as text generation, translation, summarization, and
question answering.

LLMs can, accordingly, be used for creating language practice material
for various learning objectives and proficiency levels as pointed out by Jiang
(2022), Kurdi et al. (2020), and Mohamed and Alian (2023). For instance, in
their work, Kurdi et al. (2020) observed that LLMs could be tasked with
creating reading comprehension texts, vocabulary exercises, and dialogues
mimicking real life everyday conversations, among others so as to make the
process of learning more meaningful to learners. Furthermore, being
experts in assessing language practice materials, LLMs evaluate the
readability and complexity of text, identify problematic areas for learners,
correct students’ written works, which gives them specific tutoring and
guidance about their performance (Cavalcanti et al., 2021). For example,
Zhao et al. (2022) performed a study on the use of BART summarization
model trained on Fairytale-QA data set for question generation. In this case,
the model was taught to create summaries containing key events and
derive questions aligned with specific learning goals from given facts
regarding fairy tales.

To adequately use LLMs, prompt engineering is indispensable. It
involves the planned design and shaping of instructions, named as prompts,
which guide LLMs in generating the intended response (Liu et al., 2021).
Such procedure requires prudently considering various elements of the
prompt, such as the wording, context, target audience, desired length,
format, tone and style of the output (Atlas, 2023; “Prompt Engineering,”
2024; Reynolds & McDonell, 2021). Furthermore, there are several prompt
engineering strategies that have demonstrated their efficiency in guiding
LLMs. These strategies, as defined in the “Prompt Engineering Guide”
(2024), include, but not limited to:

e Zero-Shot Prompting: It involves a direct instruction or question
without any examples, and the performance of LLMs depends on
its pre-trained knowledge and capability to understand natural
language instructions. For example, a study by Kung et al. (2022)
utilized a Query template, such as "Can you generate a writing
about [a specific topic]?", to generate responses from ChatGPT.
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e Few-Shot Prompting: It means using a few representative
examples of task-answer pairs to help LLMs learn from these
examples as models, hence improving their performance in
generating similar responses.

o Template-Based Prompting: This strategy involves using pre-
defined templates to guide LLMs in generating particular types of
content, e.g., context template incorporating contextual
information and example template incorporating high-quality
examples to elicit more relevant responses (Kung et al., 2022; Liu et
al., 2021; Wang et al., 2022).

e Chain-of-Thought (CoT) Prompting: It asks LLMs to provide
reasoning steps, i.e. logical thinking before generating a final
answer, making the process more transparent and providing a
chance for adding modifications before creating the final response
(Kojima et al., 2023).

e Regenerate to Improve: It aids in prompting LLMs to assess their
initial output and accordingly generate an improved version based
on discovered areas of improvement. This can be implemented
through Reflect on Reflections (RoR) technique, where the LLM is
instructed to reflect on its output and suggest modifications
(Susnjak, 2022).

Hence, simplifying the prompt engineering process or providing pre-
defined models, is vital for non-expert teachers to enable them to make
use of generative Al in their classrooms by making prompt engineering
more accessible and user-friendly.
4.2 Combining Linguistic Theories with Generative Al

The present study integrates three eminent and distinct linguistic
theories that tackle language structure, function, and sociocultural variation
into a prompt engineering model of parameters, providing a
comprehensive framework for guiding the LLMs’ generation of customized
ESL reading materials, as described below:
4.2.1 TGG Theory

This theory is developed by Chomsky in 1957 and posits that sentences
are generated by a set of rules to an underlying structure (Chomsky, 2024).
It emphasizes, as stated in Chomsky (2024), Whong, (2007), and Yadav and
Yadav (2020), the distinction between deep structures, representing
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meaning, and surface structures, representing the actual spoken or written
forms of sentences, which could inform the design of Al-driven chatbots for
generating ESL reading texts that are not only grammatically correct but
also meaningful. Hence, in the context of Al-generated reading materials,
TGG can be used to analyze and control the grammatical complexity and
variation of such materials, ensuring that they align with the learners'
proficiency level. This implies that an effective Al prompt for chatbots
should incorporate mechanisms for generating deep structures that can be
transformed into a variety of surface structures, reflecting the complexity
and variability of natural language. However, the theory focuses on
sentence-level generation and ESL learners need understanding of
language at the discourse level (Alduais, 2015; Whong, 2007). Hence,
combining TGG with other language theories would help LLMs produce
reading texts that are both grammatically correct and pedagogically
relevant for ESL learners, and the TGG’s emphasis on deep and surface
structures and adaptability of transformational rules to reflect linguistic
diversity are pertinent features for effective Al prompts (see Section 6.1.2).
4.2.2 SFL Theory

As described by Halliday and Matthiessen (2014), SFL regards language
as a social semiotic system; that is, language is used to create meaning in
different contexts for various purposes. Hence, teachers, as revealed in
Alshalan and Alyousef (2020) and Bartlett and O'Grady (2017), can use SFL
to ensure that the utilized ESL reading materials are functionally relevant
and contextually appropriate for diverse communicative situations, which,
as proposed by the researcher, works in the same vein with texts generated
by Al. Moreover, the SFL theory’s focus on the metafunctions of language,
namely, ideational, interpersonal, and textual, provides a prosperous
framework for devising prompts for Al chatbots to generate ESL reading
texts. In Alshalan and Alyousef’s (2020) and Bartlett and O'Grady’s (2017)
description of such functions, the ideational function revolves around the
content and experience conveyed by the text, which can help ensure that
the generated texts are thematically relevant and engaging for learners.
The interpersonal function deals with social relations and roles, which can
be used to create texts that mimic real-life communicative situations, hence
fostering interactive learning. The textual function refers to the
organization of information in the text, which is crucial for coherence and
cohesion, ensuring comprehension. As Al chatbots have been remarkably
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shown to simulate human collective behavior, forming communities
around common language use (Wu et al., 2024), this suggests that such Al
bots could possibly employ SFL features (see Section 6.1.2) to generate ESL
texts that satisfy not only the learners' linguistic level but also their cultural
and social contexts.

4.2.3 GEs Theory

According to Alasmari (2018) and Jenkins (2000), GEs theory recognizes
that English usage is diverse and pluralistic around the world, so it
legitimates different forms of English and the sociolinguistic realities of
English as an international language. The theory has been popularized
through Jenkins' (2000) work which underlies the comprehension of English
as a global language. GEs endorses an inclusive approach to language
teaching and learning and embraces the diversity of English in various
cultural contexts. However, there is often resistance to teaching with local
varieties of English because they are regarded as unequal to native
speakers’ varieties, such as those found in Saudi Arabia or Hong Kong
besides other localized versions of English (Alasmari, 2018). Hence, they can
help ensure that Al-generated ESL materials are more culturally responsive
by reflecting how English is used globally and by meeting learners' needs
and interests from different cultures. This can be achieved by incorporating
aspects such as linguistic diversity, non-native norms acceptance, and
intercultural communication competence into generative Al prompts
(see Section 6.1.2).

As explained above, by combining TGG's focus on grammatical accuracy
with SFL's emphasis on functional relevance and GEs’ advocacy of diversity,
the current research seeks to integrate these three language theories with
generative Al to offer a comprehensive approach to producing ESL reading
materials that are linguistically accurate, communicatively meaningful, and
culturally sensitive. Such reading materials can be further enriched by Al's
ability to adjust the texts’ level of difficulty based on individual needs (See
Section 6.2.1.3 on CEFR). By personalizing the learning experience, Al can
help ESL learners focus on areas where they need additional support and
save teachers much time and effort in searching for reading materials that
address the various needs of their learners.
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5. Review of Literature
5.1 Al's (LLMs) Role in Education & (ESL) Language Learning

Using Al in education, particularly LLMs to perform several educational
tasks has recently gained significant momentum (Li et al., 2023). Past
research focused on simple tasks, such as generating educational materials
assessment questions of short-answer and multiple-choice types,
producing adaptive feedback systems, and creating chatbots for engaging
in human-like conversations with learners (Cavalcanti et al., 2021; Kurdi et
al., 2020; Wollny et al., 2021). The use of more advanced LLMs like GPT-3,
as seen in Brown et al. (2020), has helped perform more complex
educational tasks. More recent studies examining the capabilities of
ChatGPT, which is a chatbot based on an advanced LLM, have spotlighted
its proficiency in successfully completing standardized medical
examinations (Gilson et al., 2023; Huh, 2023), solving complex reasoning
questions in pathology and microbiology (Das et al., 2023; Sinha et al,,
2023), and performing comparably to students on law school exams (Choi
et al., 2023). These findings along with Li's et al. (2023), which also focused
on ChatGPT's ability to generate reflective writing and its implications for
education, have underscored the ability of LLMs to handle complex
cognitive educational tasks, knowledge retrieval, and text generation. This,
in turn, stresses LLMs' capability to revolutionize educational assessment
and personalized learning experiences.

Since chatbots have been recognized as Al tools capable of providing
personalized language learning practices, instant feedback, and a low-
pressure educational environment, particularly in ESL education, they have
recently been the focus of research in this field (Fryer et al., 2020; Jeon,
2022; Kim et al., 2022). In fact, text-based chatbots, which are basically rule-
based systems with limited conversational abilities, were the central theme
of earlier studies. For instance, Google Assistant was investigated by Kim
(2018), as an example of chatbots, for vocabulary learning among Korean
English as a Foreign Language (EFL) learners, and Kim highlighted the
benefits of such chatbots in interaction, and accordingly in augmenting
language acquisition. Furthermore, Fryer et al. (2019) emphasized the
importance of building chatbots that align with educational principles; by
focusing on chatbot learning partners, they found a positive correlation
between learning experiences, learner’s interest, and competence.
Subsequent research took into consideration advancements in speech
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recognition and synthesis technologies and explored the use of voice-
enabled chatbots in ESL education. One of these studies was conducted by
Han (2020) which demonstrated the positive effects of such Al voice
chatbots, like Alexa, on Korean EFL students' conversational competence
and affective domains, signifying that such chatbots could improve
pronunciation, fluency, and learner’'s motivation. Task-oriented chatbots
designed for language learning tasks, moreover, displayed promising results
in facilitating extended conversations and promoting problem-solving skills
(Fryer et al., 2020; Kim et al., 2022).

Advanced LLMs like ChatGPT, in more recent studies, have been
explored in the field of language learning, regarding their use in generating
dialogue. Young and Shishido (2023), for example, focused on creating
reference dialogues for a voice-based chatbot designed for ESL learners.
Their study advocated that ChatGPT could produce dialogues for different
levels of language proficiency, which, in turn, underpins its ability for
creating engaging and relevant language learning materials. Similarly,
Ochieng (2023) found out that LLMs could aid in guided reading with their
efficiency in question-generation, hence working as supporting tools in
language education. In the same vein, Woo et al. (2023) examined the use
of LLMs in writing tasks via SOTA chatbots and the EFL students' interaction
with them through prompts and underlined their success in such practical
use in language learning. However, further research is needed to explore
specific applications and pedagogical implications related to utilizing such
LLMs in ESL/EFL teaching practices.

5.2 Prompt Engineering in Language Education & ESL

Prompt engineering is fundamental for effectively using LLMs, but it has
not received enough attention in language education research, particularly
in the ESL education. Clarisé and Cabot (2023) proposed a model-driven
approach to prompt engineering in an attempt to simplify such process.
Their study is not on language education; however, it underscores the
challenges of prompt engineering and the need for tools and
methodologies to facilitate the process. Studies on prompt engineering in
language education have centered on developing strategies to enhance
LLMs' ability to produce learning materials of high-quality. To exemplify,
Zhao et al. (2022) investigated the use of BART summarization model to
generate educational questions for children's storybooks. The research
revealed the capability of prompting LLMs for question generation despite
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focusing on a restricted dataset and a narrow task. Ochieng’s (2023),
similarly, assessed the quality and variety of questions generated by LLMs
and emphasized how important prompting strategies for achieving exact
learning outcomes.

Another research that examined prompt engineering for educational
purposes looked at the generation of content in general domains. For
example, Wang et al. (2022) concentrated on generating human-like
educational questions using different prompting techniques for LLMs.
However, such studies did not address the specific challenges in prompting
LLMs to produce tailored ESL reading materials. In another recent study by
Woo et al. (2023), it specifically sought to find out how EFL students used
prompt engineering when they interacted with chatbots during a writing
task. The findings of the research displayed that the students used diverse
methods while drafting their prompts, which indicated their need to
improve their understanding and knowledge of prompt engineering so as
to use LLMs more effectively in language learning. Thus, in fact, the lack of
research on prompt engineering in ESL reading text generation implies that
a more systematic and linguistically informed approach is needed,
considering the various linguistic needs of learners and the pedagogical
objectives of instructors alike.

5.3 Application of TGG, SFL, & GEs in Generative Al (LLMs) Systems

The integration of linguistic theories with generative Al is a significant
area of research. However, the studies in this concern are limited but
promising, underlining both benefits and challenges. Ding et al. (2023)
examined the use of GPT-3 (an LLM) for data annotation in NLP tasks and
highlighted the LLM's capability of language data analysis, which represents
a vital aspect of integrating linguistic theories into Al applications. Labruna
et al. (2023), while not employing language theories, used dialogue
annotation schemas which relied on linguistic principles to evaluate
ChatGPT's annotation capabilities. They unveiled, accordingly, the
possibility of incorporating linguistic knowledge into Al systems for
performing language tasks. Despite this potential, challenges remain in
effectively integrating language theories into practical Al applications. The
complexity of the linguistic frameworks requires careful adaptation for Al
system design. Further research is needed to develop methodologies for
incorporating linguistic principles into prompt engineering and evaluating

513



A Linguistically Developed Prompt Engineering Parameters Model Dr. Hebatollah M. M. Hegazy

the impact of such integration on the quality and effectiveness of Al-
generated language learning materials.

To the researcher’s best knowledge, no previous studies have tackled
the use or integration of the TGG, SFL, and GEs theories in engineering
prompts that enhance the LLMs’ capability in generating customized ESL
reading texts, and since the aforementioned theories help understand and
analyze language in various contexts, the current research attempts to
examine such innovative area. To point out, the current research, focusing
on developing a linguistically informed, predefined prompt engineering
parameters model for generating customized ESL reading texts, addresses
gaps identified in the existing research. First, none of the past studies
explicitly focused on the specific challenges and requirements of generating
customized ESL reading materials. While some explored chatbot
applications in language learning, like Young and Shishido (2023), they did
not tackle the intricacies of adapting generative Al for creating diverse and
pedagogically sound reading texts. The present study handles this gap by
developing a model to enhance the Al’s generation of ESL reading materials
addressing the linguistic needs of learners and the pedagogical goals of
educators. Second, whereas some studies mentioned the importance of
prompt engineering, they often treated it as a purely technical process,
without explicitly incorporating linguistic principles. For instance, Clarisd
and Cabot (2023) introduced a domain-specific language for platform-
independent prompts but did not explore the linguistic nuances of the
prompts themselves. In the present research, three prominent linguistic
theories, TGG, SFL, and GEs, are systematically integrated into the prompt
engineering developed model. This integration ensures, to a considerable
extent, that Al-generated texts are not only grammatically accurate but also
functionally relevant, contextually appropriate, and culturally sensitive,
addressing the multilayered nature of language. Besides, many studies
highlighted the trial-and-error process involved in prompt engineering,
emphasizing the challenges faced by non-experts (Woo et al., 2023). None
of the studies proposed a predefined model to simplify this process,
particularly for educators who may not have extensive expertise in Al or
prompt engineering. The current study develops a user-friendly model of
prompt parameters, specifically designed for educators to easily craft
effective Al prompts for ESL texts generation. This model reduces the need
for iterative experimentation with prompting, making Al more accessible
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for ESL teaching practices. By addressing these gaps, the present study aims
to contribute to a deeper understanding of how Al can be effectively
leveraged to enhance ESL education.
6. Methodology
6.1 Developing a Linguistically Informed Predefined Model of Prompting
Parameters

The developed model incorporates two types of parameters, as
explained below:
6.1.1 Basic Generative Al Prompting Parameters

The quality of the LLM’s responses is based on the quantity of
information you provide in the prompt and the operative construction of
the prompt, as stated in Atlas (2023), “Prompt Engineering Guide” (2024),
Reynolds and McDonell (2021), and Woo et al. (2023). Hence, the present
study suggests, as a fundamental part of the developed model, that all or
most of the following basic elements of prompt engineering, based on the
required task, as illustrated in the aforementioned studies, be available in
crafting effective Al prompts of one-shot instruction/zero-shot prompting
technique for generating customized ESL reading texts that satisfy the
teacher(s)’ learning objectives and suit the language level(s) of their
learners:

a. Action/Task: Specify the desired action using clear instructions or
guestions, e.g., write, explain, research, plan, can you translate,
would you compare, etc.

b. Input Data: Define the topic or question the LLM should address
and find a response for, e.g., highlight in digits how far Mars is from
Earth.

c. Context: Describe clearly and in detail the context (i.e. external or
additional information and relevant background) related to the
topic, as well as the goal or intent, e.g. scenario, task details, date,
etc. This helps the LLM understand the current status and generate
a relevant response.

d. Output Format: Specify the desired format or structure for the
generated response, e.g. a list, essay, bullet points, dialogue, table, |
accomplished X by measure Y that resulted in Z, etc.

e. Tone: Specify the desired tone for the generated response, e.g.,
formal, casual, serious, friendly, optimistic, humorous, professional,
scientific, persuasive, informative, etc.
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f. Persona: Define a specific persona for the LLM to adopt, i.e. role
and/or (writing) style. Instruct the LLM on how to behave, its intent
and identity. Examples of assumed roles for the LLM are, among
others, a lawyer, a teacher of English, literary editor, senior product
marketing manager at Apple, or an experienced physical therapist
with over 20 years of experience. Define a (writing) style for the
generated response, e.g. speak in President Barack Obama’s voice,
write in the style of master storyteller Ernest Hemingway, act like
billionaire entrepreneur Elon Musk, etc.

g. Audience: Specify the target audience and their level of expertise
(e.g. educational, language, etc.) and tailor the devised prompt
accordingly. For instance, write for 5th graders, provide an answer
suitable for a university-level economics class, or explain it as if
you're talking to a 12-year-old.

h. Output Length: Set a desired length limit for the generated
response. This helps avoid long or irrelevant responses. For
example, you might request a 500-word text, a concise paragraph,
etc.

i. Source/Reference: Recommend reference materials or relevant
sources to guide the LLM's output so that the response contains
targeted information, e.g., a book, a URL, pdf file, etc.

j. Example/Exemplar: Provide specific examples for the language
model to review before generating the response. Queries coupled
with exemplars (i.e. demonstrations) help the LLMs generate
similar ones, e.g., a Twitter post, an article, an email, a story, a
report, etc.

6.1.2 Language Theories-Based Prompting Parameters

As for the three employed language theories in the present paper, their
identified parameters in the developed model are not to be all present in
the engineered prompt; rather, the parameters are to be selected by the
teacher/user as required. However, it is recommended in the present study
that parameters from each theory be integrated into the devised prompt
so that the generated ESL reading text represents and meets a
comprehensive approach to language teaching, i.e. contextually
appropriate, functionally relevant, and culturally inclusive, adhering to the
principles of the three linguistic theories. Some of these theories-based
prompt parameters may interfere with the aforementioned prompt
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engineering basic parameters, but from linguistic and/or language teaching
perspectives since generative Al plays a crucial role in linguistic analysis and
production, which, in turn, contributes to ensuring the effectiveness of the
formulated prompt, and thus, the generated result(s)

a. TGG-Based Prompting Parameters

1. Structure ldentification: Specify the syntactic structure of the
expected output, such as the word order, the number and type of
clauses, the tense and aspect, etc. This helps create reading texts
that focus on particular grammatical topics.

2. Variation in Syntactic Complexity: Adjust the syntactic complexity
of the required output based on the learners' language level, e.g.
from simple sentences for beginners to intricate sentences for
advanced learners, aiding in the scaffolding of reading materials.

3. Rule Application: Develop prompts that request from the LLM to
apply certain transformational rules and syntactic changes, like, for
example, moving auxiliary verbs for question formation, which can
be used to create reading texts that reinforce these rules.

b. SFL-Based Prompting Parameters

4. Communicative Function Identification: Define the communicative
intent of the output text as represented in its genre (purpose,
structure, style, and audience), e.g. narrative, expository,
descriptive, etc. This can help produce texts that are appropriate
and effective for different contexts and goals, as well as for the
learners' ability to evaluate them.

5. Contextual Relevance & Register Focus: Specify the social context
of the generated text, such as the field (subject matter), the tenor
(social roles and relationships between the participants), and the
mode (channel of communication). This makes it easy for the Al to
generate an output that is suitable and relevant for the
communicative situation and relationship between speakers since
registers vary based on such factors, e.g. formal, informal,
technical, etc.

6. Language Metafunctions Inclusion: Specify the ideational
(conveying  experiences), interpersonal (enacting  social
interactions), and/or textual (organizing language) metafunctions of
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language so that the Al-generated reading content is aligned
accordingly.
c. GEs-Based Prompting Parameters

7. Diversity Emphasis & Cultural Sensitivity: Define the sociocultural
context features of the generated text such as the variety of English
(dialects & accents) and the culture (e.g. cultural references &
idioms from different communities). This can help Al produce texts
that reflect the diversity and dynamism of English as a global
language and respond to learners’ needs to appreciate different
cultures and perspectives.

8. Authenticity in Language Use: Request the generation of reading
material showcasing language use from various English-speaking
communities, moving beyond standard forms often found in
textbooks, like incorporating colloquialisms and uncommon
regional variations. This would prepare learners for real-world
language usage.

9. Interactive Scenarios Inclusion: Request the creation of situations
in the Al generated reading content that simulate everyday
interactions across different English-speaking cultures, which helps
enhance learners’ communicative competence and displays the
richness of English, providing exposure to a wide range of linguistic
expressions.

6.2 Data Collection & Analysis

The process of data collection and analysis is divided into two main
stages, as elucidate below, and a mixed method approach combining
guantitative and qualitative data analysis is employed:
6.2.1 Generating ESL Reading Texts

To start with, the process of generating the reading texts via the
developed model undergoes the following steps:
6.2.1.1 Selecting the LLM: Microsoft Copilot Chatbot

Microsoft Copilot (formerly Bing Chat) is an Al-powered search assistant

designed to revolutionize how users interact with the web (Microsoft,

2024b). Going beyond traditional search engines, Copilot engages in a

conversational manner, providing comprehensive answers, generating text

and images, and assisting with various tasks. Copilot is accessible through

multiple platforms: web-based Copilot accessed directly at Copilot,

Microsoft Edge browser sidebar for quick access, and mobile application
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available on iOS and android devices for on-the-go use. Using Copilot
involves inputting a question or command in the "Ask me anything..." box
and engaging in a conversational back-and-forth to refine results
(Microsoft, 2024b). It can answer questions, summarize articles, provide
product comparisons, generate workout plans, create itineraries, write
stories, find cheap airline tickets, and much more. Copilot also supports
visual search using images and can generate unique images using its built-in
Al-powered Designer tool.

Copilot is selected in the present study since, according to (Microsoft,
2024a), it leverages a powerful combination of Al technologies: OpenAl's
ChatGPT-4, Microsoft's Prometheus Model, and DALL-E 3. The first is
customized for search, optimized for speed, and adept at generating
creative text formats, thus contributing to creating ESL reading texts of
various types benefiting from increasing the temperature value for creative
tasks since it increases the weight of all possible tokens and makes use of
the creative properties of the paid GPT-4 but for free. The second works in
conjunction with ChatGPT-4 to enhance the timeliness, relevance, and
safety of search responses, addressing a limitation of relying solely on pre-
trained data in free ChatGPT and other LLMs. The integration of DALL-E 3
also empowers Copilot to generate images, expanding its capabilities
beyond text-based content creation. The third is OpenAl's text-to-image
neural network, enabling Copilot to generate unique images based on user
prompts, which could help in generating images that suit the generated
reading texts upon the teacher’s request, however, this is not the interest
of the present study. Last but not least, Copilot is also accessible via multi-
platforms, as highlighted above, which ensures a seamless and convenient
user experience.
6.2.1.2 Selecting the Prompt Engineering Technique/Strategy

To simplify the prompt design process for language teachers, the
predefined model of prompt parameters is aimed at lessening the iterative
process of designing prompts by language teachers who are not expert
enough in prompt engineering. Hence, each prompt is to be of a one-shot
approach. The prompting technique used is the zero-shot strategy/setting
(direct instruction or question without exemplars), as described in Kojima
et.al. (2023), Kung, et.al. (2022), and the “Prompt Engineering Guide”
(2024); the zero-shot setting is of the Generate by Template type of
prompting where the Query Template is the one utilized since it accords
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with the suggested model in the present paper. In the Query Template, the
prompt, according to Kung, et.al. (2022), contains just enough information
to generate an appropriate reading text, based on the developed model
parameters in the current study. However, the source/reference and
example/exemplar parameters in my model are not used in the present
study since the zero-shot prompting technique is employed. Both
parameters require other prompting techniques, on top of which is the
Example Template which includes high-quality examples to elicit more
focused and relevant responses (Kung et al., 2022; Liu et al., 2021; Wang et
al.,, 2022), and the present study opts for the simplest and most direct
prompting strategy for teachers who are not, by necessity, experienced
enough in such area. It also seeks to make use of the employed LLM'’s
capability to create various reading materials based on its reliance of pre-
trained data and its relevance in retrieving information from the web.
However, both parameters are included in the developed model since they
are among the basic effective prompting elements.

6.2.1.3 Employing the CEFR Rubric for Defining Language Levels

The CEFR is utilized in the study to determine the language level of the
Al-generated reading material according to the target ESL learners so that it
best suits their linguistic needs. The researcher attempts to highlight how
LLMs are advanced enough to identify such an international rubric and
create reading texts accordingly by only feeding its name and the required
language level in the prompt. In contrast, Young and Shishido (2023) used
such rubric outside the prompting process; they used it to determine the
target audience best suited for the Al-generated dialogue materials after
the generation process, and based on the readability scores, they
concluded that the ChatGPT-generated dialogues were most appropriate
for students at the CEFR A2 (elementary) proficiency level.

The choice of CEFR stems from its widespread adoption as a
standardized framework for describing language proficiency levels, allowing
for consistent assessment and comparison across different learners and
educational contexts. By aligning the Al-generated materials with specific
CEFR levels, the researcher aims to ensure that the content is appropriate
for the target learners, maximizing its effectiveness in supporting language
learning. Here are the CEFR six language levels, as summarized by Council
of Europe (2001) in Table 1 below:
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Table 1: CEFR Language Levels

Description

Beginner: Can understand and use very basic phrases, introduce themselves,
and ask and answer simple questions about personal details.

Elementary: Can understand and use sentences and frequently used
expressions related to areas of most immediate relevance (e.g., personal
information, shopping, local geography, employment). Can communicate in
simple and routine tasks.

Intermediate: Can understand the main points of clear standard input on
familiar matters regularly encountered in work, school, leisure, etc. Can deal
with most situations likely to arise while traveling in an area where the
language is spoken.

Upper Intermediate: Can understand the main ideas of complex text on both
concrete and abstract topics, including technical discussions in their field of
specialization. Can interact with a degree of fluency and spontaneity.

Advanced: Can understand a wide range of demanding, longer texts, and
recognize implicit meaning. Can express ideas fluently and spontaneously
without much obvious searching for expressions.

Proficient: Can understand with ease virtually everything heard or read. Can
summarize information from different spoken and written sources,
reconstructing arguments and accounts in a coherent presentation.

Since the CEFR grades each language skill on a six-level scale of language
proficiency that are grouped into three broader levels, as underscored by
Council of Europe (2001, p. 24): A1-A2 (Basic User), B1-B2 (Independent
User), and C1-C2 (Proficient User), the attempted generated reading texts
are six, one representing each language level; that is, the developed model
is tested in creating six different reading texts, a text for each language level
in order to see how far the model succeeds in generating a customized
reading material that satisfies a particular language level, achieves
readability and incorporates the linguistic elements required by the teacher
to address the language needs of their ESL learners. Furthermore, the
aimed reading texts are of different types since the researcher aims to
evaluate the model's versatility. The six reading texts are described in
Tables 2 and 3, where the former displays the basic elements of the
targeted ESL reading texts and the latter describes the main linguistic
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elements incorporated in such texts from the three language theories
employed in the study, as expounded below:
Table 2: Text Basic Elements Description

Text Type &
Format

Topic & Title

Tone

Audience

Textl
conversational

lyric.

Three andient myths: Greek,
Roman, and Egyptianwherea
few characters are conversing

with eachother.
“Mythic Dreams: From
Olympusto the Nile”

gothicand
conversational

A1ESLleamers

Text2
narrative
description

description of Abu Simbel
temple and its story including
comparisons between the
temple and other similar
sightseeing from different
countries.
“Guardians of Time: The
Wonders of Abu Simbel”

350words

exdtingand
adventurous

A2 ESLleamersof
various countries
onatourto Abu
Simbeltemplein
Aswan,
Egypt/language
level similar to 6th
graders’

Atourist guide

Text3
informative
artide

The impact of excessive mobile]

phone usage on children
“Breaking News: The Mobile
Dilemma—How Phones Shape]
Our Kids' World”

B1Leamers/7"
graders

Text4
opinion article

Why the American society
should unite to fight against
covid 19.
“Uniting Against COVID-19: A
Callto Action for ESL Leamersin
the USA”

enthusiastic &
persuasive

ESLleamers living
inthe USAand
belongingto
diverse cuttural
backgrounds/B2
(10‘h graders)

President
Obama’sstylein
his speeches

Text5

poetic dialogue
ina play scene

Amedical diagnosis
“The Dermatologist's
Chamber”

Twenty-four
tums
between two
characters:
dermatologist
& patient

empathetic

Cc1 Ieamers/lz‘h
graders

Shakespearean
stylein his
tragedies

Text6
critical film
review

The Last Samurai” film released
in 2003, starring Tom Cruise
and directed by Edward Zwick
“The Last Samurai: A Profound

Cinematic Odlyssey”

about 1000
words
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praise &
constructive
criticism &
professional
languageinthe
field

C2ESL leamers/
senior college
students
registeredina
writing courseon
film reviews

The complex
styleof T.S. Eliot
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Table 3: Text Linguistic Elements Description

TGG

SFL

GE

Structure
Identification:
specifying the
syntactic simplicity
required for the
output; learners can
understand familiar
names, words, and

very simple
sentences.
Rule Application:
asking to
manipulate
sentence structure,
demonstrating
different syntactic
constructions; play
with themes and
rhemes changing
their slots in the
sentences.

Communicative Function
Identification: specifying the
interactive nature of the text, which
involves multiple speakers; a few
characters are conversing with each
other.

Language Metafunctions Inclusion:
emphasizing the textual function,
making structural elements of
language explicit; such themes and
rhemes must be written in bold.
Contextual Relevance & Register
Focus: specifying the social context
(the gothic genre) and register (the
conversational exchange between
characters from different myths),
ensuring the content is suitable for
the communicative situation and
the relationships between the
characters.

Authenticity in Language
Use: referencing real-
world cultural myths, the
lyric reflects authentic use

of language that
acknowledges the diversit
of English influences; 3
ancient myths: Greek,
Roman, and Egyptian.
Interactive Scenarios
Inclusion: the dialogue
between mythological
characters creates an
interactive scenario that
can help learners navigate
different cultural contexts;
characters are conversing
with each other.

Rule Application:

requiring direct and
indirect speech
involves applying
transformational
rules for sentence
structure.

Communicative Function
Identification: specifying the
communicative function (engaging
visitors) and context (comparisons
with other sightseeing), including
comparisons between Abu Simbel

from different countries to engage

the visitors more into the tour by
exposing them to various
experiences.

Language Metafunctions Inclusion:
direct and indirect speech convey
experiences and interactions and

incorporating comparisons with

other sightseeing from different
countries represents various

experiences, modifiers (adjectives,

adverbs) enhance interpersonal

meaning, and comparative and
superlative forms organize

language.

temple and other similar sightseeing|

Diversity Emphasis &
Cultural Sensitivity:
considering the language
level and cultural diversity
of ESL learners; adapting
your writing to be
comprehensible to ESL
learners of various
countries.
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TGG

SFL

GE

Structure
Identification:
specifying the

tenses to be used
(present simple,
present continuous,
and present
perfect).
Variation in
Syntactic
Complexity:
changing tenses
complexity (simple,
continuous,
perfect).

Communicative Function
Identification: specifying the
communicative intent (informative
article).

Contextual Relevance & Register
Focus: reflecting on social
implications in different
communities & the friendly tone
throughout the article.

Diversity Emphasis &
Cultural Sensitivity:
emphasizing relatability to
diverse readership and
cultural contexts.

Rule Application:
instructing the Al to
apply
transformational
rules (conditional
clauses) in the
generated speech;
the speech must
showcase examples
of rhetorical
questions and
conditional clauses
in English: first,
second, and third
conditional
sentences.

Communicative Function
Identification, Contextual
Relevance & Register Focus:
identifying the communicative
function (persuasion), emphasizing
the need for relevant examples
(contextual relevance), and
specifying the audience (ESL
learners from diverse cultural
backgrounds), supporting your
argument with examples from
different regions around the world
to be able to properly persuade
such learners.

Diversity Emphasis &
Cultural Sensitivity,
Authenticity in Language
Use: emphasizing cultural
diversity by requesting
cultural references from
different regions &
encouraging authenticity
in language use by
incorporating different
English varieties.

Rule Application:
requiring active-to-
passive voice
transformations
involves applying
specific
transformational
rules, reinforcing
grammar concepts.

Contextual Relevance & Register
Focus: specifying the characters
(dermatologist and patient), which
informs the Al about the social roles
and relationship between
participants. This falls under the
register focus parameter, ensuring
the generated dialogue suits the
context of a medical consultation.
Moreover, the requirement to use
technical medical terms involves the
adaptation of language based on
subject matter, social roles, and
communication channel.
Communicative Function
Identification: specifying an
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SFL

empathetic tone and the purpose
(explaining a diagnosis), indicating
the intent behind the dialogue.
Language Metafunctions Inclusion:
using modality and evaluative
language (expressing probability
and obligation)

Structure Contextual Relevance & Register Diversity Emphasis &
Identification: Focus: specifying the social context Cultural Sensitivity:
requiring complex | (senior college students) and the incorporating language

syntactic structures| register (professional language) varieties (American and
(relative and noun [Language Metafunctions Inclusion:| Japanese English) reflects
Clauses) specifying the textual organization [global English diversity and
(covering specific aspects: plot cultural context.
summary, direction, screenplay,
acting, cinematography, editing,
soundtrack and sound design,
production design, themes and
messages, and overall impact)

6.2.1.4 The Developed Model Processing Steps

a.

Start: The process begins with defining the teacher’s learning
objectives and the learners’ language level. The CEFR, only by
name, along with the learners’ language level are incorporated into
the prompt engineered. The teacher’s learning objectives are fed
into the prompt via the parameters of the developed model.

Basic Effective Al Prompting Parameters: These parameters form
the foundation of the prompt and are largely universal for effective
output (See Section 6.1.1).

Language Theories-Based Prompt Parameters: Based on the
learning objectives and learners’ language level, the teacher selects
one or more parameters from the three language theories to
integrate into the prompts, which allows for a tailored
comprehensive approach to language instruction (See Section
6.1.2).

Combine Elements: The basic prompts elements are combined
with the selected theory-based elements to create a
comprehensive and effective prompt.

Generate Reading Material: The final devised prompt is fed into
the LLM to generate the required response.
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f. Evaluate Output: The generated reading material is evaluated
based on its relevance to the teacher’s requirements, i.e. its
inclusion of the prompt elements, hence effectiveness in meeting
the learning objectives and learners’ language level.

g. Adjust Prompt (If Needed): If the output does not meet the
requirements, the prompt can be adjusted and the process repeats.

h. End: The process concludes with a satisfactory piece of ESL reading
material generated by the LLM.

Figure 1 below illustrates the model processing:

l Start: Define learning objectives and learners’ language level

<_ Language Theories-Based Prompt Parameters

/0N

Basuc Effective Al Promptmg Parameters ‘ TGG ‘ SFL ‘ GE

—ﬁ‘

Generate Reading Material |

e

‘ Evaluate Output

Output meets requirements Output does not meet requirements
End: Satisfactory piece of ESL reading material generated <_ Adjust Prompt, If Needed ;.i"

Figure 1: Developed Model Processing Steps
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6.2.2 Evaluating the Effectiveness of the Developed Model
6.2.2.1 Evaluating the Generated Texts via Readability Assessment

The researcher uses three readability metrics to evaluate the language
level of each generated reading text to see if it aligns with the CEFR
language level intended by the teacher for the text and fed into the
engineered prompt. Such quantitative analysis, in turn, evaluates the LLM'’s
ability to understand the instructions in the prompt in this respect and the
CEFR to create a text accordingly. The readability metrics employed are
Flesch-Kincaid Reading Ease (FKRE), Flesch-Kincaid Grade Level (FKGL), and
Gunning Fog Index (GFI), and the calculation process is done automatically
via a free online tool named charactercalculator.com

The FKRE, developed by Rudolf Flesch in 1948, measures the ease of
understanding a text. It primarily considers sentence length (average
number of words per sentence) and syllable count (average number of
syllables per word) to determine readability (“Flesch Kincaid,” 2024). The
score is interpreted as seen in Table 4 below (Taken from “Online
Readability,” 2024):

Table 4: FKRE Score Interpretation

Score || School Level Comprehension/Description

90.0-100.0 || 5" Grade Very easy to read

80.0-90.0 || 6" Grade || Easy to read

70.0-80.0 || 7" Grade || Fairly easy to read

60.0-70.0 || 8" & 9" Grades || Plain/ Conversational English

50.0-60.0  |[10", 11" & 12" Grades|| Fairly difficult to read

30.0-50.0 || College || Difficult to read

10.0-30.0 || College Graduate || Very difficult to read

0.0-10.0 || Professional || Extremely difficult to read

The text is fairly easy to read and understand for an average adult if the
FKRE score is 70 or above. This metric is valuable for assessing the general
readability of a text and useful for determining some material is suitable for
specific audiences. The formula for calculating the Flesch Reading Ease
score is:
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206.835 - 1.015 x (total words + total sentences) - 84.6 x (total syllables +
total words)

Rudolf Flesch also developed the FKGL to measure the readability of a
text via estimating the U.S. school grade level required to understand it
(“Flesch Kincaid,” 2024). Similar to the FKRE, it depends on sentence length
and syllable count to evaluate readability. Unlike the FKRE, the FKGL lower
scores indicate easier readability. The score is interpreted as shown in Table
5 (Taken from “Online Readability,” 2024):

Table 5: FKGL Score Interpretation

School Level Comprehension/Description

5" Grade Very easy to read

6" Grade Easy to read

7" Grade Fairly easy to read

8" & 9" Grades Plain/ Conversational English
| 100-129 || 10" 11" & 12" Grades Fairly difficult to read
| 13.0-15.9 || College Difficult to read
| 16.0-17.9 || College Graduate Very difficult to read

| 18.0+ || Professional Extremely difficult to read

The FKGL is particularly useful in educational contexts, allowing
educators to match reading materials to students' reading abilities. It can
also be helpful for writers aiming to target their content to specific
audiences based on their estimated education levels. The formula for
calculating the FKGL is:

0.39 x (total words + total sentences) + 11.8 x (total syllables =+ total
words) - 15.59

The GFl, introduced by American businessman Robert Gunning in
1952, measures readability by considering sentence length and the
percentage of complex words (words with three or more syllables; Lower
scores indicate easier readability (“Gunning Fog,” 2024). The score is
interpreted as seen in Table 6 (Taken from “Online Readability,” 2024):
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Table 6: GFl Score Interpretation

FOG Score “ School Level Comprehension/Description

0-5 5" Grade and below Very easy to read

6 6" Grade Easy to read

7" Grade Fairly easy to read

9-12 9" & 12" Grade Fairly difficult to read
13-16 College Difficult to read

17 College Graduate Very difficult to read

|
|
|
|
| 8" Grade Plain/Conversational English
|
|
|
|

18-20 Professional Extremely difficult to read

The GFl is particularly useful for assessing the readability of technical and
academic writing, which often contains longer sentences and more
complex vocabulary. The formula for calculating the GFl for a passage of
approximately 100 words is:

0.4 x ((total words + total sentences) + 100 x total complex words + total
words)

Using multiple readability metrics, particularly those that rely on
different criteria like sentence length, syllable count, and word complexity,
provides a more comprehensive and accurate evaluation of a text's
readability. In the present research, using this multi-metric approach
enables a thorough assessment of the language level of each Al-generated
ESL reading text and enhances the accuracy of determining whether the
generated texts align with the intended CEFR levels and meet the specific
linguistic needs of the target learners.

In the present research, the use of the charactercalculator.com tool for
automatically calculating the FKRE, FKGL, and GFI scores is due to various
merits. First, it is a user-friendly online tool for easily evaluating text
readability; since calculations are conducted mechanically, they are more
accurate and less tedious, saving researchers time and effort. Second, the
tool calculates the scores of both FKRE and FKGL in an integrated manner,
offering a comprehensive representation of a text readability. Third, it
includes a GFI calculator, enabling the assessment of multiple readability
metrics within the same platform. Besides, the tool also provides character,
word, sentence, and syllable counts, and these additional features, in turn,
can be valuable for further analyzing the length of the generated ESL
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reading texts, thus ensuring that the LLM has aligned with the length
instruction incorporated by the researcher in the devised prompts. In
summary, the charactercalculator.com tool’s accessibility, additional text
analysis features, and focus on readability assessment make it an
ideal choice for evaluating the language level of the Al-generated ESL
reading texts.
6.2.2.2 Evaluating the LLM’s Understanding & Implementation of the
Devised Prompts

The researcher aims to qualitatively analyze the generated texts to
examine if Copilot has effectively incorporated the specified prompts
elements in the created texts, hence, exploring the Chatbot’s full
understanding of the instructions in the prompts and production of the
texts accordingly as well as the adaptability of the developed model via
generating texts across different genres and registers, demonstrating its
compliance with various pedagogical needs. Such qualitative analysis is
conducted for each generated text in a table format of three columns:
Prompt Element, Reading Text Content which displays where each prompt
element exists in the text, and Example which highlights examples from the
text that represent each prompt element. Every table of analysis is further
supported by another table that contains an analysis of each component of
the prompt and its alignment with the developed model parameters along
with an explanation of such configuration in three columns named as
follows: Prompt Element, Model Parameter, and Explanation. In Section 7.3
below, an example of the generated texts using the developed model
processing in Section 6.2.1.4 is provided along with full quantitative and
gualitative analyses of such example after a detailed explanation of the
(quantitative) readability assessment of the six generated texts and the
(qualitative) evaluation of Copilot's understanding and implementation of
the engineered prompts for the six reading texts. The detailed example is
meant to increase the credibility of the entire evaluation procedure of the
model’s effectiveness, and other examples of the generated reading texts
along with their prompts, analyses, and raw readability metric data are
provided in the Appendix as well to save space in Section 7 below.
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7. Results
7.1 Readability Scores Analysis

The researcher analyzes the readability scores obtained for the six Al-
generated ESL reading texts and compares them to the targeted CEFR
levels defined in the prompts to see whether the texts are aligned
accordingly (see Table 7 below):

Table 7: Multi-Metric Readability Scores Description of All Texts Via Charactercalculator.co

Reading

CEFR Level |[FKRES Reading Level
Note

Easy to

Al (Begi . . . "
(Beginner)|(85.88 6 grade read

Fairly
easy to
read/Plain
English

A2

7- th
(Elementary) 8" grades

Fairly
easy to
read/Plain
English

Bl

7- th
(Intermediate) 8" grades

Fairly
10" to 12 grade|(difficult to|
read

Difficult
to read/
Fairly
difficult to
read

B2 (Upper
Intermediate)

CoIIege/lOth
grade

C1 (Advanced)

Very
College difficult to
C2 (Proficient) graduate/College|| read/
Senior Difficult
to read

As seen in Table 7 above, the readability scores generally align with the targeted CEFR
levels, exhibiting a trend of decreasing readability scores as the CEFR levels progress
from Al to C2. This suggests that the LLM effectively incorporated the CEFR
framework into its text generation process. The number of words, sentences, and
syllables also tends to increase with higher CEFR levels, reflecting greater linguistic
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complexity. In the three bar charts below, which show the FKRE, FKGL, and GFI
scores distribution across all texts and where the x-axis shows the text number along
with its CEFR level, while the y-axis represents the score values, as the CEFR level
increases from Al to C2, the FKRE scores generally decrease, indicating increasing
difficulty, and the FKGL and GFI scores generally increase, also indicating increasing
difficulty (see Figures 2, 3, & 4):

1007

754

50+

254

Text 1 (A1) Text 2 (A2) Text 3 (B1) Text 4 (B2) Text 5 (C1) Text 6 (C2)

Figure 2: FKRE Scores Distribution Across All Texts

167

124

Text 1 (A1) Text 2 (A2) Text 3 (B1) Text 4 (B2) Text 5 (C1) Text 6 (C2)
Figure 3: FKGL Scores Distribution Across All Text

20|

154

104

Text 1 (A1) Text2 (A2) Text 3 (B1) Text4 (B2) Text5(Cl) Text6 (C2)
Figure 4: GFI Scores Distribution Across All Texts
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The following notes are observed in Table 7:

e Text 1 (Al): The scores indicate that this text is easy to read,
appropriate for the Al (Beginner) level, representing the initial
stage of English language learning.

e Text 2 (A2): The scores indicate that this text is fairly easy to read
(plain English), suitable for the A2 (Elementary) level.

e Text 3 (B1): The readability scores indicate that this text is fairly
easy to read (plain English), aligning with the B1 (Intermediate)
level.

e Text 4 (B2): The scores suggest that this text is fairly difficult to
read, which aligns well with the B2 (Upper Intermediate) level.

e Text 5 (Cl1): The readability scores indicate that this text is (fairly)
difficult to read, consistent with the C1 (Advanced) level.

e Text 6 (C2): The scores indicate that this text is (very) difficult to
read, aligning with the C2 (Proficient) level, which represents the
highest level of English proficiency.

A note to be highlighted is that the parenthetical description of the
readability scores in the above observations indicate that the CEFR levels
are broader than the educational US school grades, i.e. each CEFR language
level covers more than a US school grade since the former are six and the
latter are twelve apart from college students and graduates, as underlined
in Tables 4, 5, and 6 above. This ensures that the very slightly different
readability scores descriptions of the same text, as provided by the utilized
online calculator tool, is by no means significant.

As illustrated in Table 7 and Figures 2, 3, and 4, there is a strong
agreement between the readability scores of each generated text and the
intended CEFR level of each; however, there are some minor discrepancies
that are worth noting. First, even though Text 2 targets the A2 (Elementary)
level and Text 3 targets the B1 (Intermediate) level, Text 2 exhibits slightly
higher readability scores in the FKGL and GFI, suggesting that Text 2 is
slightly easier to read despite targeting a lower CEFR level, which is
counterintuitive. This discrepancy could be attributed to factors like
sentence structure, vocabulary choices, and the specific content of the
texts, which readability metrics may not fully capture. To explicate, upon
examining the data and text content as seen in Table 8 below, it is revealed
that despite having simpler vocabulary, Text 2 has a significantly higher
average sentence length (14.24 words) than Text 3 (10.2 words). This
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longer sentence length likely contributes to its marginally higher FKGL and
GFl scores. While the overall vocabulary in Text 2 is simpler since it contains
only 21 complex words compared to Text 3 (55 complex words), the higher
proportion of complex words per sentence in Text 2 compared to Text 3
may also contribute to the discrepancy. Moreover, Text 3 is significantly
longer than Text 2 (510 words vs. 356 words). The sheer length of Text 3
could contribute to its lower readability FKRE score, even if the language
itself is not significantly more complex since longer texts can be more

demanding for readers, regardless of their proficiency level.
Table 8: Discrepancy One

| Text || Word ” Sent. || Syll. || Complex Word || Avg. Sent. Length |

| Text2(A2) || 356 || 25 | 499 || 21 I 14.24 |
| Text3(B1) || 510 || 50 || 741 ]| 55 I 10.2 |

The content and style of the texts might also play a role. Text 3, despite
targeting a higher CEFR level, might address a more familiar topic or use a
more straightforward style, making it easier to comprehend despite having
more challenging vocabulary overall. To point out, Text 3's topic of
excessive mobile phone usage among children is likely to be familiar to a
wide range of readers, regardless of their English proficiency level. Most
individuals have some experience with mobile phones and their impact on
society, making the topic easily relatable. In contrast, the topic of Text 2,
which is on the Abu Simbel temple, while interesting, may be less familiar
to readers, particularly those at the A2 level. Understanding the historical
and cultural context of the temple might require some background
knowledge that elementary learners may not possess. Furthermore, the
style of Text 3 is deliberately engaging, interactive and conversational,
mimicking a friendly TV announcer addressing a young audience. The use of
rhetorical questions, direct addresses to the reader, e.g., "Remember,
young viewers...", and vivid imagery, e.g., "Phones, don't steal our
sunshine!" creates a lively and accessible tone captivating for readers.
Conversely, although the style of Text 2 is also narrative and engaging, it
relies more on descriptive language and factual information. While the
sentences are generally shorter, the density of information and the need
for background knowledge could make it less immediately comprehensible
for A2 learners. This comparison highlights that readability scores, while
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helpful, cannot fully account for the impact of content and style on
comprehension. A text on a familiar topic presented in an engaging and
straightforward style might be easier to understand than a text on a less
familiar topic, even if the latter has a slightly lower readability score. Thus,
upon evaluating the suitability of ESL reading materials, considering both
the quantifiable aspects measured by readability metrics and the
qualitative aspects of content and style is crucial.

Second, the GFI for Text 4 (B2) is slightly higher than that of Text 5 (C1),
potentially indicating a higher proportion of complex words in Text 4. By
analyzing data and content as seen in Table 9, it can be highlighted that
Text 4 contains more complex words than Text 5 (101 vs. 65). Besides, Text
4 contains more domain-specific vocabulary related to the topic of COVID-
19 and public health, even if those words are not considered more
advanced in general English proficiency. Examples include "pandemic,"
"social distancing," and "vaccinated." Text 4 has longer sentences on
average (14.24 words) than Text 5 (6.67 words). While longer sentences
generally make a text more challenging, the higher FKRE score for Text 4
suggests that this factor is not significantly influencing its overall readability.

Table 9: Discrepancy Two

| Text || Word || Sent. || Syll. || Complex Word || Avg. Sent. Length |
| Texta(82) || 726 || 51 || 1148 14.24 |
| Text5(c1) || 400 || 60 | 736 || |

Third, Text 5's FKRE score (44.40) indicates it is "Difficult to read"
and suits a college student's language level. However, the FKGL (8.72)
and GFI (10.87) scores suggest a "Fairly difficult" level suitable for a
10th-grade student, which demonstrates inconsistency across metrics
where the three metrics do not perfectly align in their assessment of a
text. This signifies that each metric works on different aspects of
readability. To explicate, the Shakespearean style employed in Text 5
includes archaic vocabulary and complex sentence structures, which
suggestively impacts the FKRE score. However, the GFI focuses solely
on complex words, so it may not capture the complex syntax. This
strengthens the need for using multiple metrics to obtain a more
accurate understanding of a text's readability.
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In conclusion, the above discrepancies could be attributed to the
fundamental limitations of readability metrics since they rely on simplified
formulas and may not fully consider all angles of language
complexity. They mainly focus on sentence length and syllable
counts, but do not explain factors like idiomatic expressions, cultural
references, or the overall coherence and flow of the text.
Accordingly, careful interpretation is necessary upon utilizing
readability metrics, and they should be considered alongside other
factors, such as sentence structure, vocabulary choice, text length,
and text coherence despite the fact that they represent an important
starting point for assessing language complexity. In addition, it is
crucial to remember that readability formulas are just tools; they
cannot perfectly capture the multifaceted nature of language
proficiency. In fact, the analysis of readability scores provides initial
evidence that the LLM has effectively understood and incorporated
the targeted CEFR levels into its text generation process,
demonstrating the LLM's ability to fit language complexity to specific
learner proficiencies.

7.2 Analysis of the Al’'s Performance in Understanding & Executing Prompts

In this section, the researcher analyzes the extent to which the
generated texts incorporate the prompt parameters derived from the three
language theories (TGG, SFL, and GEs) and basic prompt engineering
elements as specified in the devised prompt for each text. Across the six
generated texts, the Al demonstrates a strong ability to understand and
execute the prompts, integrating the stated prompt components into the
generated content. This alignment is evident in the consistent presence of
the targeted linguistic features, stylistic elements, and text types requested
in the prompts, as evident in the following brief qualitative analysis of the
core elements of each text content (a full analysis of an example text is
provided in Section 7.3 & and others in the Appendix for space
considerations):

e Text 1 (Al): This lyric, targeting the Al level, displays the LLM's
ability to generate material that caters to beginners in English
language learning. The use of familiar mythological names, Zeus,
Venus, and Osiris, provides a thematic framework that is likely to be
engaging for learners. Simple sentence structures, using common
verbs and basic sentence patterns, ensure that the text is accessible
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for those with limited English proficiency (TGG). The Gothic and
conversational tone, achieved through word choices like
"shadows," "whispers," and the use of direct address like "So listen
well...", creates an engaging and somewhat dramatic atmosphere,
aligning with SFL's concept of register. The incorporation of
prepositions of time, place, and direction such as "Upon Olympus,"
“In Rome's heart," and "Through the Nile" provides grammatical
exposure suitable for this proficiency level, reinforcing the
understanding of spatial and temporal relations. The emphasis on
theme and rheme manipulation "Zeus speaks" vs. "mighty and tall,
Zeus speaks", highlighting sentence structure, further underpins
the model's understanding of TGG principles and its ability to
introduce grammatical concepts in a simplified manner.

e Text 2 (A2): This narrative text effectively encompasses elements
from all three linguistic theories. The use of simple language and
straightforward sentences aligns with the A2 level, ensuring
accessibility for learners with basic English proficiency. The inclusion
of direct and indirect speech "One visitor might say, 'I've never seen
anything so grand!"" vs. "In a similar adventure a year ago, a visitor
wondered how genius the pharachs had been to build such an
amazing construction" showcases the model's ability to represent
different modes of speaking and reporting, which aligns with SFL's
focus on the interpersonal function, and various transformational
structures, which accords with the key aspect of the TGG. The use
of modifiers as in "huge temples and "giant statues", comparative
forms such as "even older", and superlative forms like "one of the
grandest" demonstrates the model's understanding of how to
enhance descriptions and create emphasis, again aligning with SFL's
emphasis on the ideational function. Besides, including all these
types of grammatical structures reflects the model's understanding
of such basic structures. The exciting and adventurous tone aligns
with SFL principles by enhancing engagement and creating a
specific register appropriate for a travelogue-style narrative. The
text also highlights cultural sensitivity (GEs) by focusing on the Abu
Simbel temple and comparing it to other significant structures from
different cultures, promoting an appreciation for global diversity.
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e Text 3 (B1): The LLM successfully adopted the role of a friendly TV
announcer, using a conversational tone and addressing the
audience directly, as requested in the prompt. This aligns with the
SFL principle of considering the tenor, which encompasses the
social roles and relationships within a text. The text incorporates
the specified tenses (Present Simple, Present Continuous, Present
Perfect) to discuss the impact of excessive mobile phone usage on
children, demonstrating the Al's understanding of how to
manipulate tense and aspect, key elements of TGG. The inclusion of
concrete examples from diverse cultural contexts (Maria from
Spain, Raj from India, etc.) and the reflection on social implications
in different communities further demonstrate the model's ability to
execute the prompt's instructions regarding GEs principles,
showcasing its capacity for cultural sensitivity and awareness of
diverse English varieties.

e Text 4 (B2): This text successfully incorporates various prompt
elements related to SFL. The use of rhetorical questions ("Why
should we unite?") aims to engage the reader and provoke
reflection, a key aspect of the interpersonal meaning in SFL. The
inclusion of conditional sentences (first, second, and third) reveals
the model's ability to express hypothetical situations and their
consequences, aligning with the ideational function of language in
SFL, which focuses on representing experiences and logical
relations. The persuasive tone throughout the text aims to
influence the reader's attitudes and actions and convey the
message of uniting against COVID-19, again aligning with SFL's
emphasis on the interpersonal function. The model also effectively
employed Barack Obama’s speech style features, as requested,
further exhibiting its ability to adopt a specific persona and tailor its
language to a particular audience.

e Text 5 (C1): The model effectively generated a dialogue in the
Shakespearean style, incorporating elevated language, archaic
expressions ("verily," "doth," etc.), and technical medical terms, as
requested. Such stylistic features agree with SFL's focus on register,
i.e. the language variety appropriate for a specific situation.
Employing both British and Indian English varieties ("verily" vs.
"badmash") further highlights the model's understanding of the
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GEs' parameters, exposing its ability to incorporate various linguistic
and cultural contexts. In addition, the delicate integration of passive
voice transformations, such as "The sebum, trapped within, festers
and provokes inflammation" pinpoints the model's ability to
manipulate syntactic structures and apply the principles of TGG, as
requested in the prompt.

e Text 6 (C2): This text signals the LLM's capability to perform
complex writing tasks and generate sophisticated language
structures. The prompt requested a comprehensive film review of
"The Last Samurai" targeting senior college students and containing
specific stylistic and linguistic features. The model successfully
generated a text that met these requirements, using a complex
style copying T.S. Eliot’s writing characterized by intricate sentence
structures and literary language. Using American and Japanese
English varieties, such as the use of the Japanese term "bushido,"
further exposes the model's understanding of the GEs' features
through presenting linguistic diversity within a single text. The use
of subordinate relative and noun clauses, such as “Within the
hallowed celluloid sanctum, where narratives entwine like Mdbius
strips, Edward Zwick’s 'The Last Samurai' stands as an enigmatic
tapestry” and “His odyssey mirrors Japan’s own tempestuous
struggle to reconcile its ancient heritage with the inexorable march
toward industrialization that reverberates through mist-shrouded
forests,” respectively reflects the model's ability to generate various
complex syntactic structures (TGG), as required.

As elucidated in the above analysis, the linguistically developed prompt
engineering model has efficiently guided the Al in producing ESL reading
materials that contain the specified parameters from the language theories
and basic prompt engineering. The model has successfully addressed
different CEFR levels, used diverse linguistic features, and adopted various
styles and tones, as requested in the prompts. While minor discrepancies in
readability scores and metric alignment highlight the need for careful
interpretation, the overall effectiveness of the model provides strong
evidence for its potential to assist teachers in creating customized ESL
reading materials. In fact, using quantitative readability score analysis and
qualitative analysis of the Al's performance in understanding and executing
the prompts has been instrumental in evaluating the effectiveness of the
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developed prompt engineering model. This approach provides a more
comprehensive understanding of the model's capabilities, limitations, and
areas for improvement. The quantitative analysis, employing FKRE, FKGL,
and GFl, provides an objective evaluation of the language complexity of the
generated texts. It allows for a direct comparison between the targeted
CEFR levels and the assessed readability levels, which, in turn, points out
the Al's ability to adapt language complexity to intended learner(s)'
proficiencies. The qualitative analysis deeply tackles the specific linguistic
features present in the generated texts and thus examines how well the Al
has incorporated the prompt parameters derived from the language
theories (TGG, SFL, and GEs) and basic prompt engineering elements. This
analysis goes beyond the surface-level assessment provided by readability
scores, considering aspects such as sentence structure, vocabulary choices,
stylistic elements, tone, and cultural sensitivity (see Section 8 for further
discussion).
7.3 A Full Analysis of an Example Generated Text

This section provides a detailed analysis of a generated text, Text 3,
following the step-by-step processing of the present study's developed
prompt engineering model. This analysis underscores the Al model's ability
to understand and execute the prompts, incorporating the specified
parameters to generate customized ESL reading material, reflecting the
efficacy and applicability of the developed model, as seen below:
A) Start: The process begins by defining the teacher’s learning objectives
and the learners' language level. In this case, the targeted learners are 7th
graders with a B1 (Intermediate) level of English proficiency, as defined by
the CEFR. The teacher has multiple language, content, and skill learning
objectives for this reading material by the end of which students will be
able to:

a. Accurately use the present simple, present continuous, and present
perfect tenses, demonstrating an understanding of their different
functions and forms.

b. Expand their vocabulary related to technology, social issues, and
global cultures, using new words in context.

c. Identify the impact of excessive mobile phone usage on children.

d. Demonstrate an understanding of how mobile phone usage and its
social implications vary across different cultures around the world.
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e. Read and comprehend an informative text on mobile phone usage,
identifying key ideas and supporting details.

f. Critically evaluate the information presented in the text on social
and personal implications of technology use, forming their own
opinions and supporting them with evidence.

By defining these specific learning objectives, the teacher can then select
appropriate prompt parameters from the developed model to guide the Al
in generating a text that effectively meets these objectives.
B) Basic Effective Al Prompting Parameters: These elements form the
foundation of the prompt and are largely universal for effective output. The
prompt contains the basic elements described in Table 10 below.
C) Language Theories-Based Prompt Parameters: Based on the learning
objectives and learners’ language level, the teacher selects one or more
elements from the three language theories to integrate into the prompts,
which allows for a tailored comprehensive approach to language
instruction. In this example text, the prompt comprises the described
elements from TGG, SFL, and GEs in Table 10 below.
D) Combine Elements: The basic prompt elements are combined with the
selected theories-based elements to create a comprehensive and effective
Al prompt, as follows:
Assume the role of a TV announcer and compose an informative article of
about 300 words that examines the impact of excessive mobile phone
usage on children. Employ the present simple tense, the present continuous
tense, and the present perfect tense. Use the present continuous tense 4
times in the text and the present perfect tense 4 times in the text and write
the rest of the text in the present simple tense. Adapt your writing to be
comprehensible and engaging for ESL learners of B1 language level
according to the Common European Framework of Reference (CEFR), i.e.,
7th graders of an intermediate language level, where such learners can
understand texts that consist mainly of high-frequency everyday or job-
related language and can also understand the description of events,
feelings, and wishes in personal letters. Maintain a friendly tone throughout
the article. lllustrate each key point with concrete examples drawn from a
variety of cultural contexts, ensuring the content is relatable to a diverse
readership and resonates with the young audience. Reflect on the social
implications of mobile phone usage in different communities around the
world.
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Table 10: Prompt Elements Analysis According to the Developed Model Parameters

Prompt Element

Model
Parameter

Explanation

Role of a TV Announcer

Persona

The prompt explicitly instructs the Al to assume
the role of a TV announcer, which sets the tone
and style for the generated article.

Informative article that

examines the impact of

excessive mobile phone
usage on children

Action/Task,
Input Data &
Output Format

The prompt clearly states that the Al should
compose an informative article, providing a
specific task and topic.

about 300 words

Output Length

The prompt clearly sets the maximum length of

the article to avoid unnecessarily long and

irrelevant responses Copilot Chatbot might
provide.

Tenses Used: Present
Simple (throughout the
article), Present
Continuous (4 times),
Present Perfect (4 times)

TGG: Structure
Identification

The prompt specifies the type of tense to be
used (present simple, present continuous, and
present perfect) and how many times each is
used.

Tenses Used: Present
Simple, Present
Continuous, Present
Perfect

TGG: Variation in
Syntactic
Complexity

The variation in tenses complexity (simple,
continuous, perfect) aligns with TGG's focus on
syntactic complexity.

Informative Article

SFL:
Communicative
Function
Identification

The prompt specifies the communicative intent
(informative article: genre), aligning with SFL’s
focus on language functions.

ESL learners (B1 level/ 7th
graders) & friendly tone

SFL: Contextual
Relevance &
Register Focus,
Audience &
Tone

The adaptation of the intended text for ESL
learners (B1 level) according to the CEFR (target
audience) and the friendly tone throughout the
article align with SFL’s consideration of context

and register.

Reflection on Social
Implications in Different
Communities

SFL: Language
Metafunctions
Inclusion

Such reflection on social implications in different
communities aligns with SFL’s focus on the
ideational language metafunction (conveying
experiences).

Concrete Examples from
Cultural Contexts &
Relatability to Diverse
Readership

GEs: Diversity
Emphasis &
Cultural

Sensitivity

The prompt emphasizes relatability to diverse
readership and cultural background, reflecting
GEs' focus on global diversity.
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E) Generate Reading Material: The final devised prompt is fed into the LLM
(Microsoft Copilot in this context) to generate the required response. Here
is the Al Chatbot's generated Text 3:

Breaking News: The Mobile Dilemma — How Phones Shape Our Kids'

World

By Alex "Curious" Copilot
Introduction: The Tiny Screens That Hold Big Secrets
Hello, dear viewers! I'm Alex, your friendly TV announcer, and today we
delve into a topic that affects kids worldwide: mobile phones. These pocket-
sized gadgets have become our digital companions, but are they a blessing
or a curse? Let's explore the impact of excessive mobile phone usage on our
young generation.
A Snapshot of Habits
Kids love their phones. It's a fact. Whether they're texting friends, scrolling
through memes, or capturing TikTok dances, these little screens are glued to
their hands. But what does this mean for their well-being?
Sleep Disruption Excessive phone use disrupts sleep patterns. Imagine
young Maria, a soccer enthusiast from Spain. She stays up late chatting
with her virtual teammates, missing out on precious rest. The next day,
she's yawning through math class. Poor Maria!
Social Disconnect Phones connect us globally, yet sometimes they
disconnect us locally. Take Raj, a cricket fan from India. He's so busy posting
selfies that he forgets to chat with his grandma. She's right there, sipping
chai, waiting for a real conversation. Phones, don't steal our moments!
Caught in the Act
Right now, kids are swiping. They're liking, sharing, and LOL-ing. But what's
happening behind those screens?
Cyberbullying Meet Aisha, a tech-savvy girl from Egypt. She's online, but so
are the bullies. Hurtful messages pop up like digital ghosts. Aisha feels
trapped, her heart racing. We must protect our young wartriors!
FOMO (Fear of Missing Out) Across the globe, kids are feeling FOMO. In
Brazil, Pedro checks Instagram while his friends surf at Copacabana Beach.
He sighs, missing the salty breeze. Phones, don't steal our sunshine!
Echoes of Choices Made
Kids have unlocked secrets. They've snapped, shared, and swiped. But
what's the aftermath?

543



A Linguistically Developed Prompt Engineering Parameters Model Dr. Hebatollah M. M. Hegazy

Lost Adventures Remember Li Wei from China? She climbed the Great Wall
but missed the view. Her eyes were on the screen, capturing memories for
followers. Now she wonders, "Did | really see the Wall?" Phones, don't steal
our wonders!

Digital Footprints In Nigeria, Chidi's phone holds his life story. Every photo,
every emoji — it's all there. But what about privacy? His digital footprints
follow him like invisible ink. Phones, don't steal our secrets!

Conclusion: The Global Symphony of Beeps and Buzzes

Phones are bridges and barriers. They connect us to distant lands but
sometimes disconnect us from our own backyards. Let's teach our kids
balance — the art of swiping and savoring sunsets. Because in this digital
dance, they hold the remote control.

Remember, young viewers, phones are tools, not rulers. Use them wisely,
and let's create a world where screens enhance our lives, not steal our
moments. Signing off, this is Alex, your curious companion, urging you to
find the right frequency in this mobile symphony.

F) Evaluate Output: The generated reading material is evaluated
based on its relevance to the teacher’s requirements, i.e., its
inclusion of the prompt elements, hence effectiveness in meeting the
learning objectives and learners’ language level, as illustrated in the
Table 11 below:
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Table 11: Analysis of Prompt Elements Incorporated in Example Text 3

Prompt
Element

Reading Text Content

Example

RoleofaTV
Announcer

The entire article assumes the role off
afriendly TV announcer, addressing
the audience directly.

“Hello, dear viewers! Y'm Alex, your friendly TV
announcer...”

Informative
Article (about
300words)

The article is informative, discussing
the impact of excessive mobile
phone usage on children, but its
lengthis 510 words.

“Breaking News: The Mobile Dilemma—How Phones
Shape Our Kids' World”. Length is more than 300 words
since the word “about” was used, which means that the

length must be around this range, maybe less and maybe
more, and the researcher also set a definite number of
present continuous and present perfect tenses examples
to be available in the text (4 times each) along with
concrete examples from various cultural contexts, and this|
was met by the Chatbot, which definitely influenced the

Chatbot’s abiding by the required number of words.

Tenses Used:
Present Simple,

Present
Continuous,
Present Perfect

- Present Simple: Used throughout
the article for general statements
and facts.

- Present Continuous: Used four
times to describe ongoing actions
related to phone usage.
- Present Perfect: Used four times to
discuss past actions with present
relevance.

”

“Kids love their phones.”, “Phones connect us globally...”
“Right now, kids are swiping.”, “Kids are feeling FOMO.”
“Kids have unlocked secrets.”, “They've snapped..”

Adaptation for
ESL Leamers
(B1Level)

The language is clear,
straightforward, and suitable for
intermediate leamers (B1 level).

“She stays up late chatting,” Kids love their phones.”

Friendly Tone

Thetone s friendly and engaging,
addressing the young audience

directly.

“Remember, young viewers...”, “Signing off, this is Alex...”

Concrete
Examples from
Cultural
Contexts

Examples include Maria (Spain), Raj
(Indlia), Aisha (Egypt), Pedro (Brazi), Li
Wei (China), and Chidi (Nigeria).

“Imagine young Maria, a soccer enthusiast from Spain.”,
“Take Raj, a cricket fan from India.”

Reflectionon
Social
Implicationsin
Different
Communities

Thearticle touches on sleep

disruption, social disconnect,
cyberbullying, FOMO, lost

adventures, and digital footprints.

“Excessive phone use disrupts sleep pattems,” “Phones
connect us globally, yet sometimes they disconnect us

locally.”

Relatability to
Diverse
Readership

The content resonates with a diverse

audience, emphasizing universal

experiences related to phone usage.

«“

distant lands but sometimes disconnect us from our own

Phones are bridges and barriers,” “They connect us to

backyards"
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G) Adjust Prompt (If Needed): If the output does not meet the
requirements, the prompt can be adjusted and the process repeats. In this
case, the generated Text 3 generally aligns with the prompt requirements,
but the length exceeds the requested 300 words. If a stricter word limit is
desired, the prompt could be adjusted to specify a more precise word
count range. However, the researcher did not modify the length since the
linguistic and stylistic features required were successfully and accurately
incorporated in the prompt.

H) End: The process concludes with a satisfactory piece of ESL reading
material generated by the LLM. In this example, the Al-generated Text 3
effectively encompasses the specified prompt elements, demonstrating the
LLM's ability to generate customized ESL materials that accords with the
teacher's learning objectives and the learners' language level, thus
highlighting the success of the developed model in addressing the Al via
devising effective prompts.

8. Discussion

The results of the present study reveal that integrating prompt
engineering and language theories to design a linguistically informed model
of prompt parameters can tremendously augments LLMs' ability to
generate customized ESL reading materials, which answers the central
research question. The analysis of the generated texts' readability scores as
well as the qualitative investigation of their linguistic features indicate that
the current developed model successfully guides the Al in producing texts
that satisfy both targeted CEFR proficiency levels and specific pedagogical
goals.

With regard to the sub-questions on the model's development, the
present study has suggested elements from TGG, SFL, and GEs that are
essential for addressing LLMs to produce customized ESL reading materials.
These elements encompass specifying syntactic structures (TGG),
identifying communicative functions and contextual relevance (SFL), and
endorsing diversity and cultural sensitivity (GEs). The study has further
pointed out how such linguistic elements can be integrated with basic
prompt engineering principles to create an effective model of prompt
parameters. The researcher sought to design a model that is accessible for
educators regardless of their different levels of expertise in prompt
engineering and utilized a simple prompting strategy, one-shot/zero-shot
query template, (see Sections 6.2.1.2, 6.2.1.4, & Figure 1), to enable
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teachers to leverage Al without requiring extensive technical knowledge.
This addresses a gap highlighted by Woo et al. (2023) who found that
students often struggle with prompt engineering due to lack of experience
and understanding.

Concerning the model's evaluation, the study has found out that the
developed model effectively guides the employed LLM, Microsoft Copilot,
in generating ESL reading texts that address the different intended CEFR
language levels, answering the first sub-question in this respect. In fact, the
analysis of readability scores has revealed a consistent decreasing
readability as CEFR levels advanced, which pinpoints that the Al successfully
incorporated the CEFR framework into its text generation process. This
finding echoes previous research on LLMs' ability to adapt language
complexity for different tasks. For instance, studies examining ChatGPT's
performance on standardized tests (Choi et al., 2023; Das et al., 2023;
Gilson et al., 2023; Huh, 2023; Sinha et al., 2023) demonstrate its capacity
to handle complex reasoning and knowledge retrieval across varying levels
of difficulty. This is similar to Labruna et al.'s (2023) study which highlights
that ChatGPT can generate dialogues enormously resemble human-
generated ones in task-oriented scenarios.

Regarding the correspondence between readability scores and intended
CEFR levels, the study, responding to the second sub-question, has
observed a general alignment between the two, which supports the
model's effectiveness. However, minor discrepancies in readability scores
for certain texts indicate the inherent limitations of readability metrics, as
discussed in Section 7.1, which underscores the importance of using
multiple readability metrics and interpreting their scores carefully
combined with qualitative analysis. Unlike Young and Shishido (2023), who
also used readability metrics to evaluate ChatGPT-generated dialogues, this
study has explicitly fed the Al with the intended CEFR language level of each
text, demonstrating the LLM'’s ability to comprehend and respond to these
specific parameters. To explicate, the CEFR was utilized by Young and
Shishido (2023) to determine the target audience best suited for the Al-
generated dialogue materials. Based on the readability scores, the
researchers concluded that the ChatGPT-generated dialogues were most
appropriate for students at the CEFR A2 (elementary) proficiency level. That
is, the researchers did not feed the Al chatbot, ChatGPT, by the intended
language level of the generated texts since they did not assume in advance
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that the Al can understand the CEFR language levels and create texts
accordingly. Conversely, the current study has used three readability
metrics to evaluate the suitability of the produced texts for different EFL
proficiency levels and fed the LLM via the devised prompts with the
intended CEFR language level for every targeted generated text to be
produced accordingly. This, in turn, has helped the Al to generate each
reading text in accordance with the meant language level. Furthermore,
this study, different from Young and Shishido (2023), has complemented
such readability evaluation with an analysis of the extent to which the Al-
generated texts incorporate the specified prompt parameters derived from
language theories and basic prompt engineering elements, ensuring that
the materials comply with the intended linguistic features and learning
objectives, as patent in Section 7.2 and further discussed below.

Addressing the third sub-question regarding the Al's incorporation of
the specified prompt parameters derived from TGG, SFL, and GEs and basic
prompt engineering elements into the generated texts, the gqualitative
analysis has emphasized that the employed LLM effectively integrated such
parameters. The consistent presence of targeted linguistic features, such as,
but not limited to, specific tenses and structures (TGG), rhetorical questions
and various tones (SFL), and culturally diverse examples (GEs), across the six
texts demonstrates the LLM'’s ability to understand and perform complex
prompts that integrate linguistic features along with the stated prompt
engineering elements. In fact, the study's focus on incorporating specific
linguistic features tailored to different CEFR levels goes beyond relying
solely on general-purpose metrics like ROUGE-L and BERT Score, which may
not fully capture the nuances of language learning, as highlighted by
Ochieng (2023) in his evaluation of LLM-generated questions.

Finally, with respect to the developed model's versatility, the explored
LLM in the present study, in response to the fourth sub-question, has
successfully generated texts across different text genres and registers,
including informative articles, poetic dialogues, opinion articles, film
reviews, narrative descriptions, and lyrics. These various text types exhibit
the designed model's adaptability to various pedagogical needs, which
emphasizes its capability of creating diverse and engaging ESL reading
materials. This accords with research on the use of Al in language learning
that highlights the importance of exposing learners to a wide range of
authentic language use (Fryer et al., 2020; Kim et al., 2022). Furthermore,
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the model has succeeded in generating several text types using the one-
shot prompting approach/zero-shot technique, which contrasts with, but
not opposing, the findings of Young and Shishido (2023), who suggested
exploring different prompting techniques to increase the variety and quality
of Al-generated dialogues. That is, their suggestion is valid; however, it is
not a must since using simple prompt strategies and techniques would also
help increase the diversity and value of the Al-created texts, as evident in
the present study.

The current study has significant implications for the integration of Al in
ESL education, particularly with relation to personalized learning. To
explain, the built model has enabled Al to generate customized reading
materials responsive to targeted CEFR levels and pedagogical goals, which
allows educators to create learning experiences that cater to the specific
needs of their learners. Creating texts that are grammatically accurate,
functionally relevant, contextually appropriate, and culturally sensitive by
adopting stylistic elements and linguistic features from the TGG, SFL, and
GEs theories causes such texts to be responsive to current trends in ESL
education. Such trends emphasize communicative competence, cultural
awareness, and real-world language use. This approach mirrors Ochieng's
(2023) call for further exploration of LLMs' social influence as reading guides
in relation to their production of materials that can address particular
educational goals and endorse meaningful learning practices.

Moreover, the present study contributes to the growing field of
employing Al in language education via chatbots and LLMs as tools that can
help provide personalized practice opportunities and feedback (Fryer et al.,
2020; Jeon, 2022; Kim et al., 2022) via presenting a more theoretically
based approach to developing Al generated material. The designed model,
by integrating different linguistic theories into the prompt engineering
process, overcomes a crucial limitation in several Al tools for language
learning; such tools give much consideration to grammatical accuracy over
communicative competence and cultural relevance. Furthermore, by
providing an intelligible model, the study aims to make generative Al more
accessible for educators without necessitating expertise in prompt
engineering.

Besides, implementing the developed model in real-world ESL
classrooms has potential benefits. Teachers can save much time and effort
by using LLMs to create customized reading materials that comply with
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their intended learning objectives and students' language proficiencies.
Accordingly, they will be able to devote more time and effort to
personalized instruction and student support. Moreover, the adaptability of
reading materials can enhance the effectiveness of reading comprehension
activities. By generating texts across different text types, the model
provides an opportunity for learners to be exposed to a wider range of
authentic language use in contrast to traditional textbook-based learning
that deprives them of real-world communication contexts. Such approach
agrees with Li et al.'s (2023) highlighting ChatGPT's ability to generate high-
quality reflective writing, which advocates that Al is a valuable tool for
promoting higher-order thinking skills in language learning.

In the present study, there are some limitations that need further
investigation. First, the study has employed only one LLM, Microsoft
Copilat, in its examination of the developed model, which requires further
exploration with other LLMs to evaluate the model's performance across
different generative Al systems of this type. Second, the reliance on
readability metrics, while providing a quantifiable measure of language
complexity, presents inherent limitations since these metrics may not fully
capture the nuanced aspects of language proficiency, leading to minor
discrepancies between readability scores and perceived difficulty, as
explained in Section 7.1. However, it is important to note that the detailed
qualitative analysis provided by the researcher for each of the six generated
texts complements the quantitative analysis via the metrics and ensures
the validity of the model's evaluation (see Section 7.2). This detailed
analysis, in addition, compensates largely for the limited sample size of the
diverse generated texts, one for each CEFR level, especially since each text
has met the intended CEFR language level without the need for any
modifications in the devised prompt, which, in turn, lessens the restriction
on the generalizability of findings to a wider range of text topics and types.
This also supports the prompt technique used in the current study: the one-
shot technique/zero-shot prompting setting, meant to ease the prompting
process for teachers who are not necessarily experts in prompt
engineering.
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9. Conclusion

This study has investigated the potential of integrating prompt
engineering and linguistic theories to enhance the generation of
customized ESL reading materials by Al LLMs. The findings reveal that the
developed prompt engineering model, incorporating elements from TGG,
SFL, GEs, and basic prompt engineering, has successfully guided the Al in
producing texts that address both targeted CEFR proficiency levels and
specific learning objectives. The analysis of readability scores unveils a
general correspondence between the generated texts and the intended
CEFR levels, indicating the Al's ability to modify language complexity.
Furthermore, the qualitative analysis reveals the LLM’s ability to
understand and perform complex, linguistically informed prompts through
highlighting the incorporation of the intended linguistic features, stylistic
elements, and culturally relevant content in the LLM's generated texts.

The findings shed light on the way Al can be enhanced to create
customized ESL reading materials that respond to the different needs of
learners. The Al's success in generating texts across several genres using the
developed model fosters the latter's versatility and potential for enriching
ESL education. In fact, the model developed in the present study addresses
a gap in existing research which views prompt engineering as a purely
technical process without taking into account linguistic features. The model
represents a pragmatic and theoretically thorough framework for
integrating linguistic theories into the generating prompts process, thus
contributing to guaranteeing that Al-generated content is grammatically
correct, functionally pertinent, contextually suitable, and culturally aware.
The study's development of such manageable model of prompt
parameters simplifies the creation of prompts on educators' part, which
leads Al to be more accessible for non-expert teachers in this area, hence
broadening Al adoption in educational settings. This contribution addresses
a key challenge highlighted in previous research, which emphasizes the
difficulties faced by non-experts in effectively utilizing Al tools in language
education.

Building upon the current research, further studies can be conducted in
several key areas. Integrating linguistic features, other than these utilized in
the present study, such as discourse markers or pragmatic elements, into
the developed model needs to be investigated as to their effectiveness in
enhancing generative LLMs in producing customized ESL (reading)
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materials. some studies could examine the developed model's
performance with other LLMs, including ChatGPT, Gemini, Claude, Mistral,
Llama, and others to determine its generalizability and identify possible
variations in text generation quality across several Al systems. Furthermore,
empirical studies could be conducted with ESL learners to assess the
effectiveness of Al-generated materials in improving their reading
comprehension, vocabulary acquisition, and overall language development.
Such studies would provide valuable insights into the pedagogical impact of
the model and contribute to its refinement. In addition, involving ESL
teachers in user studies is essential to evaluate the model's usability and
practicality in real classroom settings, which would also contribute to
improving the model's design. This aligns with Clarisé and Cabot's (2023)
call for research on the practical applications and challenges of model-
driven prompt engineering, highlighting the importance of empirical
evaluation in real-world scenarios. These recommended future studies can
lead to deeper integration of Al in ESL education, thus enhancing language
learning experiences and creating personalized, engaging, and culturally
sensitive materials for learners of all backgrounds and proficiency levels.
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Appendix
Example Prompts, Generated ESL Reading Texts, & Analyses

Example 1:

Prompt: Please, act as a lyric writer and create a lyric of about 200 words for ESL
learners of A1 (Beginners) language level according to the Common
European Framework of Reference (CEFR) where learners can understand
familiar names, words, and very simple sentences, for example on
notices and posters or in catalogues. The lyric is on 3 ancient myths:
Greek, Roman, and Egyptian and written in a gothic and conversational
tone where a few characters are conversing with each other. The lyric
must involve various prepositions of time, place, and direction. It must
also play with themes and rhemes changing their slots in the sentences.
Such themes and rhemes must be written in bold.

Reading Text 1 (A1)

Microsoft Copilot's Response:

In the **shadows** of the past, **whispers** rise and fall,

**Zeus** speaks with thunder, **mighty** and tall.

"**Upon** Olympus, we gods **dwell**,

**In** the sky's embrace, where stars **tell**."

**Venus** glides in, beauty **unseen*¥*,
"**In** Rome's heart, | reign as queen.
**Through** the ages, my love **spreads**,
**Over** hills and time, it **treads**."

**Osiris** wakes, **wrapped** in night,
"**Beneath** Egypt's sands, | **fight**,
**For** life's cycle, death's **door**,
**Through** the Nile, my myths **soar**."

**Chorus:**

"**From** myths **old**, **to** lands **far**,
**Through** time's gate, we **travel** **by** star.
**In** tales **told**, **by** fire's **light**,
**We** live **on**, **in** dreams **tonight**."

**Zeus** to **Venus**, lightning **bold**,
"¥*At** dawn's break, your stories **told**.
**Through** Rome's streets, whispers **carry**,
**Of** love's triumphs, moments **airy**."

**Venus** to **Osiris**, with a **smile**,
"**By** the pyramids, stay **awhile**.

**In** your realm, secrets **keep**,

**Under** stars, **where** pharaohs **sleep**."
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**Osiris** to **Zeus**, **ancient** and **wise**,
"*¥*0On** the horizon, the sun **rises**,

**With** each day, hope **renews**,

**Among** the gods, **in** different **hues**."

**Chorus:**

"**From** myths **old**, **to** lands **far**,
**Through** time's gate, we **travel** **by** star.
**In** tales **told**, **by** fire's **light**,
**We** live **on**, **in** dreams **tonight**."

**End**

"**So** [isten **well**, **to** these words **woven**,
**Of** gods and myths, **eternally** **proven**.
**In** stories **shared**, **from** heart **to** heart,
**Qur** legends **live**, **never** to **depart**."

Table Al: Analysis of Prompt Elements Incorporated in Text 1

Prompt Element

Lyric Content

Examples from the Lyric

200 words for A1 ESL
learners

The lyric is concise and
uses simple language,
with a total word count
close to 200.

The entire lyric is crafted
with simplicity in mind,
avoiding complex
vocabulary.

Understand familiar
names, words, and very
simple sentences

Familiar mythological
names and simple
sentence structures are
used.

“Zeus speaks with
thunder,” “Venus glides
in,” “Osiris wakes.”

3 ancient myths: Greek,
Roman, and Egyptian

Each stanza introduces

elements from Greek,

Roman, and Egyptian
mythology.
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Prompt Element

Lyric Content

Examples from the Lyric

Gothic and
conversational tone

The language has a dark,
mysterious quality and
characters speak to each
other.

“In the shadows of the
past,” “Osiris to Zeus,
ancient and wise.”

Prepositions of time,
place, and direction

Prepositions are used
throughout to indicate
time, place, and
movement.

“Upon Olympus,” “In
Rome’s heart,” “Beneath
Egypt’s sands,” “Through
the Nile, my myths soar.”

Play with themes and
rhemes changing their
slots

The positions of subjects
and predicates are varied
for grammatical exposure.

“Zeus speaks,” becomes
“mighty and tall, Zeus
speaks.”

Themes and rhemes in
bold

Key thematic elements
and rhemes are bolded to
draw attention to
sentence structure.

“Zeus speaks with
thunder,” “mighty and
tall.”

Raw Readability Metric Data of Text 1

85.88 4.29

= Flesch Kincaid Calculator

6th grade

Easy to read

Gunning Fog Index

6th grade

230

1688 218 18

Easy to read
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Example 2:
Prompt: Please use your creative conversation style to respond to the below

prompt: Assume you are a playwright and adopt the Shakespearean style in his
tragedies to create a scene between two characters, a male dermatologist with 20
years of experience and a female patient. Generate a dialogue of twenty-four turns
between both characters where the dermatologist explains a diagnosis in an
empathetic tone. The dialogue must demonstrate the use of technical medical
terms, at least six terms, and employ modality and evaluative language to express
probability and obligation. Adapt the language to only suit ESL learners in grade 12
and of the C1 (Advanced) language level according to the Common European
Framework of Reference (CEFR) where such learners can understand long and
complex factual and literary texts, appreciating distinctions of style and can also
understand specialized articles and longer technical instructions, even when they
do not relate to their field. Incorporate the British and Indian English varieties, the
former used by the dermatologist and the latter used by the patient, focusing on
their unique lexical and grammatical features. The dialogue must showcase four
transformations of active to passive voice in the turns of both the dermatologist
and the patient.

Reading Text 5 (C1)

Microsoft Copilot's Response:

Act |, Scene I: The Dermatologist's Chamber

Enter Dr. Reginald Fitzwilliam, a seasoned dermatologist, and Lady Ananya Patel,
his anxious patient.

Dr. Fitzwilliam: Good morrow, fair Lady Ananya. Pray, be seated upon yonder
cushioned stool. What ails thee?

Lady Ananya: Good morrow, Dr. Fitzwilliam. My skin doth vex me sorely. These
crimson patches, they torment my visage.

Dr. Fitzwilliam: Fear not, dear Lady. | shall unravel this enigma. Let us delve into the
depths of epidermal mysteries.

Lady Ananya: Verily, | await your wisdom, noble sir.

Dr. Fitzwilliam: First, let us scrutinize these patches. Ah, behold! A cluster of
papules, inflamed and obstinate.

Lady Ananya: Papules? Pray, what manner of creatures are these?

Dr. Fitzwilliam: They are but small elevations, akin to hillocks upon the skin. Their
origin lies in blocked sebaceous glands.

Lady Ananya: Blocked, you say? Like a clogged conduit?

Dr. Fitzwilliam: Indeed, fair Lady. The sebum, trapped within, festers and provokes
inflammation.

Lady Ananya: And what of these pustules, like miniature Vesuvii?

Dr. Fitzwilliam: Ah, pustules—the fiery offspring of papules! Filled with pus, they
erupt forth, seeking release.

Lady Ananya: Release? Like a tempest unleashed?

Dr. Fitzwilliam: Precisely. Now, attend closely. The diagnosis stands thus: Acne
Vulgaris.
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Lady Ananya: Acne? A common malady, is it not?

Dr. Fitzwilliam: Indeed, but each case hath its own tale. Yours, fair Lady, is
moderate, verging on severe.

Lady Ananya: Severe? Pray, what course of action dost thou recommend?

Dr. Fitzwilliam: We shall embark upon a regimen most diligent. A portion of benzoyl
peroxide, nightly, to quell the rebellion.

Lady Ananya: Benzoyl peroxide? Sounds potent.

Dr. Fitzwilliam: Indeed, it shall wage war upon the malevolent microbes. And lo, a
salve—an antibiotic ointment—to soothe.

Lady Ananya: Antibiotics? Like knights in shining armor?

Dr. Fitzwilliam: Verily, they shall vanquish the bacterial hordes. And lastly, a gentle
cleanser, thrice daily, to purify.

Lady Ananya: Purify? Like a sacred ritual?

Dr. Fitzwilliam: Precisely. Now, heed this: compliance is thy duty. Obligation rests
upon thy fair shoulders.

Lady Ananya: Obligation? As solemn as a vow?

Dr. Fitzwilliam: Indeed, for the path to clear skin is fraught with trials. And fear not,
for I shall guide thee.

Lady Ananya: Thou art my beacon, Dr. Fitzwilliam.

Dr. Fitzwilliam: Then let us commence this odyssey, fair Lady Ananya. May thy
complexion bloom anew.

Exeunt Dr. Fitzwilliam and Lady Ananya, their fates entwined in the tapestry of
dermatological destiny.

Finis.

Tabel A2: Analysis of Prompt Elements Incorporated in Text 5

Prompt Element Reading Text Content Example

The text adopts a
Shakespearean style
with elevated language,
Shakespearean archaic expressions, and “Verily, | await your wisdom,

Style poetic flair. For noble sir.”
instance: “Verily,”
“Pray,” “Thou art,” and
“Exeunt.”

Technical The dialogue includes “They are but small
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Prompt Element

Reading Text Content

Example

Medical Terms
(at least six)

several technical terms

related to dermatology:

“papules,” “sebaceous
glands,” “pustules,”
“benzoyl peroxide,”

“antibiotic ointment,”

and “cleanser.”

elevations, akin to hillocks

upon the skin. Their origin

lies in blocked sebaceous
glands.”

Modality and
Evaluative
Language

The text employs
modality and evaluative
language to express
probability and
obligation. Examples
include: “shall,”
“verily,” “precisely,”
“indeed,” and “thy

duty.”

“Indeed, it shall wage war
upon the malevolent
microbes.”

British and
Indian English
Varieties

British English leans
toward formality and
traditional structures,

while Indian English

incorporates local
vocabulary and unique
grammatical patterns.
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“Verily” is an archaic adverb
meaning “truly” or “indeed.”
It's rarely used in modern
English but appears in British
literature and historical
contexts. (- Dr. Fitzwilliam
uses “verily” to emphasize
his wisdom and formal
speech.)

- “Badmash” is an Indian
English word for a hooligan
or troublemaker. It’s not
commonly used outside of
India. (- Lady Ananya uses
“badmash” to describe
someone mischievous or
unruly.)
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Prompt Element Reading Text Content Example

“... The sebum, trapped
within, festers and provokes
inflammation.”,
“..pustules—the fiery
offspring of papules! Filled
with pus, they erupt forth,
seeking release.”

The text subtly
incorporates passive
voice transformations.

Passive Voice
Transformations

Raw Readability Metric Data of Text 5

Flesch Kincaid Calculator & = Gunning Fog Index ¢

44.40 8.72 College Difficult to read 1037 10ti| g"réde Fairly difficult to read

. P, b seated pan yondar auianad soal, Wt als hes?

Myt s sl T s o, g s g,

2597 400 60 736 2597 400 60 736
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