
Benha Journal of Applied Sciences (BJAS)                                                                    print: ISSN 2356–9751 

Vol. (9) Issue (5) (2024), (199- 210)                                                                                 online: ISSN 2356–976x 

http://bjas.bu.edu.eg 

engineering sciences 

Benha Journal of Applied Sciences, Vol. (9) Issue (5) (2024( 
 

 

Enhancing Healthcare Management: A Case Study of a Medical Chatbot in Egypt 
Shimaa I.Mustafa, Lina A.Salem, Noha E.El-Attar and Tarek A.Elshishtawy 

Information Systems Dept., Faculty of Computers and Artificial Intelligence, Benha University, Benha, Egypt 

Email: Shimaa.mustafa@fci.bu.edu.eg 

Abstract  
In hospitals, receptionists are generally responsible for the following functions: greeting and answering inquiries from 

visitors, providing them with the appropriate information, and ensuring that hospital staff and patients receive timely and 

professional communication. This paper presents the implementation and deployment of a medical chatbot designed to replace the 

traditional receptionist role in hospitals where their visitors speak Arabic. The proposed case study here is an Egyptian hospital. 

The user can ask questions in text and the answers can be text or voice. The presented chatbot utilizes the power of the Generative 

Pre-Trained Transformers (GPT-4), which represents one of the most powerful large language models (LLMs) available to 

generate text. This model is merged with prompt engineering capabilities for fine-tuning specific tasks or instructions. This 

merger has gained traction to enhance model performance and adaptability. The model is integrated with an SQLite database to 

provide immediate information to patients about doctor availability, examination costs, hospital policies, and more. The chatbot 

demonstrates a significant potential to streamline hospital operations, improve patient satisfaction, and reduce administrative 

workload. The evaluation shows a 99% accuracy rate, indicating the high reliability of the system. 
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1. Introduction 
The word ―chatbot‖ consists of the terms ―chat‖ and 

"robot." The word "chatbot" was first used to describe a 
computer program that uses a text-based dialogue system to 
mimic human speaking [1]. Chatbots have been used since 
the 1960s when Weizenbaum [2] developed the very first 
chatbot system for psychiatric reasons. Followed by 
summarizing the impact elements and findings on social, 
psychological, and behavioral aspects of user-chatbot 
contact. Chatbots could make multiple social interactions 
with humans by identifying keywords and generating 
responses according to a set of pre-programmed rules. In the 
beginning, the meaning of the sentences (the semantics) and 
the grammatical structure (the syntax) were not understood, 
but an illusion of understanding was given. Lately, chatbots 
are changing the patterns of interaction between humans and 
computers. By assisting users in solving problems that 
require multi-step solutions as an assistant and support in a 
specific task. Nevertheless, the extension of chatbots to more 
domains has led to more complex designs and architectures. 

To make chatbots understand human natural language, 
an artificial intelligence model should be used to facilitate 
interaction with humans through text or voice. One of the 
generative models that are frequently used to generate text is 
the Large Language Model (LLM). LLM is a deep learning 
algorithm that can perform a variety of natural language 
processing (NLP) tasks such as text generation, translation, 
summarization, and question-answering. It is also referred to 
as neural networks (NNs), which are computing systems 
inspired by the human brain. These neural networks function 
via a layered network of nodes, just like neurons do. LLMs 
are not only capable of teaching artificial intelligence (AI) 
applications to human languages but they can also be trained 
to do a wide range of activities, such as understanding 
protein structures and generating software code [3]. They 
need to be pre-trained and then fine-tuned to tackle 
challenges related to text categorization, question answering, 

document summarizing, and text generation, just like the 
human brain. Their ability to solve problems can be used in 
industries including healthcare, education, research, and 
entertainment [4], where big language models are used for a 
range of NLP uses, including chatbots, AI assistants, 
translation, and more. 

A major development in healthcare, the integration of 
LLMs holds the potential to revolutionize the handling, 
sharing, and application of medical data. These models, 
exemplified by state-of-the-art technologies such as 
OpenAI‘s GPT-4, possess the capability to understand and 
generate human-like text with remarkable accuracy and 
contextual awareness [5]. Their application in healthcare can 
lead to improved patient interactions, streamlined operations, 
and enhanced decision-making processes, thus addressing 
several critical challenges faced by the industry. Li et al. [5] 
also emphasized the necessity of maintaining accurate and 
available datasets for AI applications to function effectively 
in healthcare. Any errors or outdated information can lead to 
incorrect responses, potentially affecting patient trust and 
care quality. 

In recent years, the adoption of LLMs in healthcare has 
garnered considerable attention. LLMs can interpret complex 
medical terminologies, respond to patient queries, and 
provide preliminary medical advice with high accuracy. This 
functionality is particularly beneficial in clinical settings, 
where efficient communication can significantly impact 
patient outcomes. Vito [6] highlighted the potential of LLMs 
to augment healthcare professionals by assisting in patient 
triage, symptom checking, and administrative tasks, thereby 
freeing up valuable time for medical staff to focus on critical 
care. 

One of the most compelling advantages of LLMs in 
healthcare is their multilingual capability. In diverse and 
multicultural societies, language barriers can significantly 
hinder access to quality healthcare. LLMs can bridge these 
gaps by accurately translating and delivering medical 
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information in multiple languages, ensuring that all patients 
receive the information they need in a language they 
understand [7]. The impact of multilingual LLMs in 
improving patient engagement and inclusivity and 
highlighting their role in enhancing healthcare accessibility 
for non-native speakers is underscored, thereby enhancing 
patient satisfaction. Raiaan et al, [8] underscored the 
importance of language support in AI applications for global 
accessibility. 

The deployment of a chatbot can lead to substantial cost 
savings for hospitals by decreasing reliance on human 
receptionists for routine inquiries. This allows human 
resources to be reallocated to more complex tasks that 
require personal interaction. Javaid et al, [9] discussed how 
AI-driven chatbots can result in significant cost reductions 
by automating administrative tasks, allowing hospitals to 
optimize their human resource allocation. Implementing and 
maintaining an AI-driven chatbot requires significant initial 
investment and ongoing maintenance, which can be a barrier 
for some hospitals. Lui et al, [10] pointed out the financial 
and technical challenges associated with integrating 
advanced AI solutions into existing healthcare 
infrastructures. 

Moreover, the integration of LLMs into hospital systems 
represents a leap forward in the efficiency and quality of 
healthcare services. These models not only provide 
instantaneous responses to patient queries but also offer 
personalized interactions based on patient data and history. 
This capability is crucial to managing patient expectations 
and delivering tailored healthcare services. By utilizing 
patient data securely and effectively, LLMs can predict 
patient needs, schedule follow-ups, and even remind patients 
about medication adherence, thereby contributing to better 
health outcomes [11]. 

Despite the numerous benefits, the integration of LLMs 
in healthcare also presents challenges that need to be 
addressed. Concerns regarding data privacy, the accuracy of 
AI-generated medical advice, and the ethical implications of 
using AI in healthcare are critical areas requiring ongoing 
attention. However, advancements in AI technology and 
stringent regulatory frameworks are continuously improving 
the reliability and ethical deployment of LLMs. In 2024, 
researchers emphasized the importance of establishing robust 
data governance and ethical guidelines to ensure that LLMs 
are used responsibly and effectively in healthcare settings 
[12]. 

Customizing the LLM for a specific task has four 
patterns: prompt engineering, retrieval-augmented 
generation (RAG), fine-tuning an LLM, and training your 
LLM. In this paper, the prompt engineering pattern has been 
used to customize the aim of the chatbot. Prompt engineering 
is the art of crafting inputs that guide AI systems to generate 
texts and predictions. The input of an AI system is called a 
‗prompt‘, so basically, prompt engineering means creating 
the best input to get your desired output back. The presented 
prompt directs the model‘s response in two ways: a zero-shot 
or a few-shot setting, where the model generates responses 
without further training or with minimal examples. Finally, a 
well-engineered prompt ensures that the AI understands the 

task, which leads to more aligned output with the 
expectations.  

For the healthcare sector, utilizing large language 
models in the healthcare industry offers a remarkable 
opportunity to enhance patient care and streamline hospital 
operations. By automating routine administrative tasks, 
providing accurate multilingual support, and aiding in 
medical decision-making, LLMs are poised to become an 
essential part of modern healthcare systems. 

To illustrate the usefulness and significant advantages of 
LLMs in a real-world healthcare setting, this article 
examines the deployment and development of a medical 
chatbot utilizing GPT-4 at an Egyptian hospital. Based on a 
review of the literature, conversations with patients, their 
families, receptionists, and patient coordinators, as well as 
knowledge of the Egyptian healthcare system, several crucial 
regulations have been established. 

 Usability and Availability:  In the beginning, when the 

user looks at the interface of the chatbot, it should be 

simple and suitable for everyone. It must be usable by 

patients, their attendants, doctors, and patient 

coordinators. It should be available 24/7. 

 Timeliness: Prompt responses are important as delays 

often lead patients to seek information elsewhere. The 

main model rule is obtaining patient satisfaction. So, 

the responses of the model should be fast and accurate 

at the same time. Therefore, the next requirement is 

accuracy. 

 Accuracy: The chatbot‘s capability to answer all types 

of questions that a receptionist answers is a 

fundamental requirement. So, using a suitable LLM 

might offer accurate information. It might not be 

tailored to specific healthcare systems or hospital-

specific nuances. However, it can be justified to ensure 

accurate and contextual responses.  

 Security and Privacy:  If large language models are 

not adequately maintained or monitored, they pose 

significant security threats. They can create spam, take 

part in phishing schemes, and leak people's personal 

information. Users with malicious intent can reprogram 

AI to their ideologies or biases, which helps 

disseminate false information. Therefore, the query 

answers of patients or users shouldn‘t display all data 

records in the hospital database. They need specific 

authorizations for the available data. 

 Hallucinations Prevention: When a LLM generates an 

output that is false or inconsistent with the user's 

purpose, it's called a hallucination. Saying it is human, 

that it feels emotions, or that it is in love with the user 

are a few examples. Large language models cannot 

fully grasp human meaning because they predict the 

next syntactically right word or phrase. Occasionally, 

the outcome is what's known as a "hallucination." The 

presented chatbot should prevent hallucination results 

for users. 
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The rest of the paper is organized as follows: Section 2 

provides a literature review of relevant studies about the 

application of LLM in different fields. The model 

requirements and the integrations for building the proposed 

medical chatbot are discussed in section 3. Section 4 

presents the gathered dataset and reports the experimental 

results. Lastly, the paper concludes by summarizing the 

findings and discussing potential avenues for future 

enhancements to the model. 

2. Literature Review 

LLMs were created expressly to understand and generate 

human language [13]. LLMs have made a substantial 

contribution to the field of artificial intelligence and have 

been used in a variety of contexts, including research, 

education, communication, entertainment, healthcare, 

content creation, and article composing [13;14]. The 

development of neural network-based approaches in the 

field of NLP is credited with giving rise to LLMs. Artificial 

neural networks (ANNs) were first proposed by Warren 

McCulloch and Walter Pitts in the 1940s [15]. Later, in the 

1950s and 1960s, the first language model was launched, 

which developed the early neural networks and rule-based 

models. In addition, language processing was made easier 

by their use of precisely defined linguistic features and rules 

[8]. After transformers were introduced, scaling-up LLM 

models were created by increasing the number of 

parameters and training data in later years [14]. In 2018, 

OpenAI made a substantial contribution to the advancement 

of LLMs (a transformer-based architecture) called 

generative pre-trained transformers (GPT). GPT is a popular 

foundational model whose numbered iterations are 

improvements on their predecessors, as shown in Figure. 1. 

It can be fine-tuned to perform specific tasks downstream. 

 
Fig. (1) Evolution of GPT Models (2018-2024) 

GPT-1 needs simple fine-tuning and supervised training 
for use in downstream tasks, As Radford et al, [16] 
introduced a framework that uses discriminative fine-tuning 
and GPT-1 to provide robust natural language understanding 
using a single task-agnostic model. They improved the state-
of-the-art datasets to successfully transfer and solve 
discriminative tasks like question answering, semantic 
similarity assessment, entailment determination, and text 
classification [17]. Based on GPT-1, GPT-2 had additional 
improvements such as adding more training data, enhancing 
the generalization ability, making small adjustments to the 
model structure, and training the requirement for supervised 
fine-tuning. After that, GPT-3 extended the parameter space 
and the data scale in 2020. In zero-shot and few-shot 
conditions, the model performs exceptionally well and can 
handle downstream tasks without the need for fine-tuning.  

GPT-3 has produced great results on a variety of new 
tasks, including arithmetic addition, news article generation, 
language interpretation, and code writing [18], based on the 
multi-task generalization skills of GPT-2. The cost, model 
behavior, and privacy issues are some of the main issues in 
integrating this language model into the healthcare delivery 
process [19]. There are typically a lot of daily visits to clinics 
and hospitals. For each patient, an ideal system might submit 
several queries to produce relevant results. The 
implementation of GPT-3 may incur significant operating 
costs overall. In the healthcare industry, patient interactions 
are held to much higher standards. Therefore, it is necessary 
to assess the benefits and dangers before implementation. 
Lastly, the convention provides strong protection for medical 
records. However, asking GPT-3 for assistance would 
require sharing these data with OpenAI. To safeguard patient 
privacy, OpenAI and healthcare providers must adhere to the 
same set of regulations [20]. Handling sensitive patient 
information necessitates robust data privacy and security 
measures. There are inherent risks of data breaches and 
misuse of personal health information. Xu and Wang [21] 
discussed the critical importance of implementing stringent 
data privacy protocols to protect patient information in AI-
driven healthcare solutions. 

Lim and Schmälzle [22] investigated the use of LLMs 
like GPT-3 for generating personalized health messages. 
They compared the effectiveness of AI-generated messages 
with human-written ones, providing insights into the 
strengths and limitations of LLMs in health communication. 
They used prompt engineering to generate awareness 
messages about vitamins compared to the most retweeted 
human-generated messages. They showed that AI-generated 
messages ranked higher in message quality and clarity across 
both samples. Their findings ensured high accuracy in 
information retrieval and response generation, minimizing 
human errors and inconsistencies, and demonstrating how 
these technologies can enhance communication between 
healthcare providers and patients. 

According to OpenAI, GPT-4 has much more knowledge 
and is capable of addressing problems. GPT-4 is said to be 
able to understand eight times as many words as the previous 
version, be harder to trick, comprehend visuals, and be less 
likely to reply to requests that are denied [23]. Karanikolas et 
al, [24] presented a hybrid model between LLM and Natural 
Language Understanding (NLU) / Natural Language 
Generation (NLG) systems. The presented model could filter 
irrelevant text. In addition, it could produce semantically 
correct information based on recorded events. The corrected 
information was converted into syntactically correct and 
relatively testable sentences with the help of NLG.  

GPT-4 is used in different fields, such as tourism. 
Carvalho and Ivanov [25] explored the potential of ChatGPT 
in enhancing customer experiences. The research highlighted 
various applications, such as generating personalized travel 
recommendations, translating content for international 
audiences, and automating tasks like booking and itinerary 
planning. The authors also addressed the benefits, including 
improved customer satisfaction and operational efficiency, 
alongside risks like bias and misinformation. GPT-4 can be 
used in the medical education field. Ghorashi et al, [26] 
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generated a chatbot for medical students to help them with 
learning and research. Chatbots have the potential to 
improve students' understanding, retention, and application 
of medical information in real time because of their capacity 
to summarize, and clarify difficult concepts, automate the 
development of memory aids, and function as an interactive 
instructor and point-of-care medical reference. While there 
are many benefits to using AI-powered chatbots in medical 
education, students need to use these tools as aids rather than 
as a replacement for more traditional methods. Chatbots 
ought to be designed to cite evidence-based medical sources 
and generate accurate, reliable information that complies 
with ethical norms, scientific writing requirements, and 
medical science standards. LLM can improve the research 
process for academics, which becomes increasingly evident 
as technology develops. Antu et al, [27] explored a tool to 
analyze academic literature reviews using OpenAI's 
ChatGPT. They tried to make these literature reviews more 
efficient, covering additional topics and offering writing 
scaffolding for this type of academic writing. Baber et al, 
[28] provided a comprehensive bibliometric review of the 
literature on ChatGPT, highlighting its inception and the 
rapid expansion of research in this domain. Their work lays a 
foundational understanding of the technological 
advancements and academic interest surrounding LLMs, 
tracing the development and proliferation of ChatGPT-
related studies. They also mentioned the limitations of the 
available datasets with the predefined prompts, which reflect 
the limited responses to the queries. In addition, they noted 
the constraints of AI models in dealing with nuanced and 
complex medical scenarios, underscoring the need for human 
oversight. 

Product-specific guidance (PSG) development and 
assessment, which serves as the foundation for 
recommendations for fasting and fed bioequivalence studies 
to direct the pharmaceutical industry in developing generic 
drug products, depends critically on the food effect 
summarization from the New Drug Application (NDA). It 
takes a lot of effort to manually summarize the effects of 
food from lengthy medication application assessment 
paperwork. Therefore, there is a need to develop automated 
ways to generate food effect summaries. The recent large 
language models (LLMs) like ChatGPT and GPT-4 have 
shown great promise for enhancing automated text 
summarization efficacy. Shi et al, [29] presented a 
straightforward and powerful method—iterative 
prompting—that allows humans to improve the quality of 
food effect summaries. They conducted comprehensive 
evaluations for food effect summaries utilizing 100 NDA 
review documents. Using multi-turn interaction to improve 
the quality of the summaries that are produced. 

Rathore et al, [30] described a novel two-stage approach 
called Self-Supervised Prompting (SSP) for using in-context 
learning over very large language models (GPT-4X). Their 
extensive tests conducted on three natural language 
processing tasks and eleven low-resource languages from 
three language groups demonstrate significantly better 
performance than published baselines, establishing a new 
state of the art in the field. 

The use of large language models (LLMs) in healthcare 
has evolved significantly over the past few years, marking a 
pivotal transformation in how medical information is 
managed and disseminated. This section delves into the 
historical progression and key contributions of LLMs in 
healthcare, showcasing seminal papers and notable authors 
who have driven this field forward. 

2.1 LLM  in Diagnosis Diseases   
Xu et al, [31] conducted an exploratory case study on 

LLMs‘ capability on mental health reasoning tasks, 
illustrating the promising capability of certain models such 
as GPT-4. They summarized their findings into a set of 
action guidelines for potential methods to enhance LLMs‘ 
capability for mental health tasks. They also emphasized the 
important limitations before achieving deploy ability in real-
world mental health settings, such as known racial and 
gender bias. Also, Hua et al, [32] highlighted the benefits of 
chatbots in providing accessible mental health care and 
improving patient outcomes through timely interventions. 
GPT-4 provided immediate support for mental health issues, 
offering resources and guidance based on patient input. 
Although chatbots can provide valuable mental health 
support, they may not fully replace the nuanced care 
provided by human therapists. There are concerns about the 
chatbot‘s ability to handle severe mental health crises 
effectively. They highlight the limitations of relying solely 
on AI for mental health care, stressing the need for human 
intervention in critical cases. 

Deep integration of AI models such as ChatGPT and 
GPT-4 into medical situations is expected to enhance 
medical quality and efficiency while freeing up clinicians' 
time to engage in patient-centered care and personalized 
health management. Law et al, [33] presented an artificial 
intelligence chatbot that holds a lot of promise for the 
bariatric healthcare industry. They might be crucial in 
anticipating and addressing issues associated with weight 
reduction and obesity. They also addressed the medical, 
legal, ethical, data security, privacy, and liability issues 
emerging from medical errors produced by ChatGPT/GPT-4, 
though, given its potential limits. 

Yang et al, [34] developed from scratch a large clinical 
language model to be evaluated on five clinical NLP tasks, 
including clinical concept extraction, medical relation 
extraction, semantic textual similarity, natural language 
inference (NLI), and medical question answering (MQA). 
They built a medical AI system using NLP powered by 
GPT-3 to process and interpret electronic health records 
(EHRs). The findings of this model increased the accuracy 
and ability of applying medical AI systems to improve 
healthcare delivery. Li et al, [35] discussed in their review 
the importance of analyzing electronic health records and 
electronic medical records (EMR). These records contain 
helpful information to assist oncologists in computer-aided 
diagnosis and decision-making. Finally, they determined the 
existing NLP application constraints that support clinical 
activities. The deployment of AI in healthcare raises 
significant ethical and legal questions, including 
accountability for AI-generated errors and transparency in 
decision-making processes. Vaishya et al, [36] discussed the 
ethical considerations and potential legal ramifications of 
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integrating AI into healthcare, highlighting the need for clear 
regulatory frameworks. 

2.2 LLM in Management in Hospitals 
In the healthcare sector, Jameel et al, [37] focused on the 

development and evaluation of a chatbot aimed at assisting 
patients in finding suitable doctors. The study demonstrates 
the chatbot‘s potential to improve user satisfaction and 
highlights the challenges in chatbot performance and 
accuracy. Similarly, Zhang and Zheng [38] reviewed the 
benefits and challenges of medical chatbots, emphasizing 
their role in future healthcare delivery. Dammavalam et al, 
[39] discussed the implementation and evaluation of a 
chatbot-based system for managing hospital operations. This 
study demonstrates the potential improvements in efficiency 
and user satisfaction, while also addressing the technological 
and practical challenges involved. 

LLM is also used as a pre-consultation robot that will 
help doctors collect the symptoms, signs, medical history, 
and other information of patients in a standardized and 
comprehensive way through intelligently guided consultation 
to optimize the diagnosis and treatment process [40]. Mittal 
et al, [41] presented a bot engine that integrated several 
machine-learning approaches with natural language 
processing (NLP) algorithms. This bot managed user 
requests and provided quick access to local hospital 
information, trying to solve the unreliable and non-
transparent data generated from the online hospital website. 

Zhang and Zheng [42] analyzed the implementation of 
medical chatbots and virtual assistants, emphasizing their 
utility in enhancing patient care and administrative 
efficiency. By automating routine queries related to doctor 
schedules, examination costs, and hospital navigation, the 
chatbot ensures that patients receive timely and accurate 
information, reducing the workload on hospital staff. Their 
work highlights the early applications of LLMs in 
healthcare, setting the stage for more advanced 
implementations. They analyze four kinds of medical 
chatbots, such as pre-consultation, medical institution 
customer service, mental health consultation, and elderly 
care companions. Their results proved that there is a 
synergistic effect when clinicians and medical chatbots work 
together, producing better results than either alone. Thereby 
reducing wait times and improving overall service delivery. 

Rajkumar et al, [43] created a user-friendly, intelligent 
chatbot for medical guidance and support. They presented a 
chatbot that worked in two different modes: online mode and 
offline mode, based on patient preferences. A real person 
will chat with the patient in online mode. Otherwise, in 
offline mode, the patient will ask the chatbot. If the chatbot 
fails to answer the patient, the patient will be escalated to the 
online mode. Large language models can significantly 
improve patient engagement through conversational AI, 
offering personalized interactions that encourage patients to 
participate actively in their health management. Wen et al, 
[44] discussed the power of conversational AI in enhancing 
patient engagement and satisfaction on digital health 
platforms. 

A prototype chatbot application was designed for patients 
to use while in the hospital, yielding more accurate patient 
experience (PX) data, but it was also an opportunity for staff 

to respond in real-time. They applied different tools, such as 
ChatGPT, to recognize relevant PX complaints from natural 
language data and improve patient experience in real-time 
[45]. This study underscores the importance of stakeholder 
involvement in designing effective and user-friendly AI 
tools. Another system incorporated ChatGPT into clinical 
decision support systems [46]. They tried to improve patient 
outcomes, streamline healthcare services, and support 
healthcare providers with evidence-based decisions. By 
maintaining current knowledge of artificial intelligence 
developments and investigating their use in healthcare 
environments. The benefits of this application are optimized 
treatment protocols, improved patient care, reducing the 
cognitive load on healthcare professionals, and allowing 
them to focus more on patient care and less on administrative 
tasks. 

3. The Proposed Medical Chatbot  
The deployment of a medical chatbot to replace the 

traditional receptionist role involves two main stages: data 
collection and data integration. The main architecture of the 
presented chatbot is displayed in Figure. 2. The local 
database, prompt, and utilized LLM presents the key 
components of the proposed chatbot. 

 

Fig. (2) The Main Architecture of the Proposed Medical 

Chatbot  

3.1 Data Collection and Preparation 
The first step is to gather comprehensive data from a 

real hospital in Egypt. The data is collected by conducting 
interviews with hospital staff using multiple sources to verify 
its correctness with the hospital administrators. These 
interviews showed us the types of questions that the patient 
needs to answer and the structure of the local database that 
will be built. This database included detailed information 
about: 

 Doctors: Names, working hours, examination costs, job 

title, years of experience. 

 Hospital Sections: Names of sections, and their 

locations within the hospital. 

 Assistants: Names, Contact numbers, office locations. 

 Room Prices: Costs associated with different types of 

rooms. 
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 Hospital Policies: General policies and procedures that 

patients need to be aware of. 
The collected data is stored in two partitions as shown in 

Figure. 2. 
1) l

Local Database that includes data about doctors, assistants, 

and hospital sections. SQLite 3 is the utilized type of 

database which is considered the most used database engine 

in the world. It is a C-language library that implements 

a small, fast, self-contained, high-reliability, full-featured, 

SQL database engine. 

2) P

Prompt Engineering file (prompt) includes the metadata 

about the database in addition to the hospital policies and 

room prices. The policies are also added to the prompt to 

enhance patient satisfaction by generating accurate 

responses. The data is entered manually to ensure the 

completeness and reliability of the collected data. 

3.2 Data Integration  
There are several steps to apply the data integration: 

3.2.1 The Framework Selection 

The next step was to design the system and select the 

appropriate framework for launching the chatbot: 

 The LangChain framework was chosen for its robust 

support for building applications that integrate language 

models with databases. LangChain launched LangChain 

Hub as a home for uploading, browsing, pulling, and 

managing prompts, chains, and agents for large 

language models (LLMs). LangChain Hub has 

become the go-to place for developers to discover new 

use cases and polished prompts. The LangChain hub has 

LangSmith access, which provides full read and write 

permissions for the existing prompts or uploading the 

proposed prompt by logging in. The proposed prompt is 

designed and uploaded to LangChain Hub with 

LangSmith access.  

 Google Colab Notebook is used for implementing the 

proposed chatbot. It is a free cloud service that allows 

you to write and execute Python code in your browser. 

It provides access to free computing resources, 

including Graphics processing units  (GPUs) and tensor 

processing units (TPUs), without any setup being 

required [47]. 

 The utilized open AI Model is (GPT-4-turbo) which is 

considered the latest GPT-4 model with vision 

capabilities. Unlike any of the earlier models, GPT-4 is 

a huge multimodal model that can tackle challenging 

issues with higher accuracy. It can accept text or image 

inputs and output text. 

3.2.2 Chatbot Implementation 

The main contribution of this paper is how to insert the 

data in the prompt. Crafting well-structured prompts is 

crucial for guiding the chatbot to generate accurate and 

relevant responses. The prompt was designed to provide the 

chatbot with all the necessary context and instructions, 

ensuring that it could manage a wide range of queries 

effectively. In addition, it prevents the users from 

hallucination by answering questions if it knows otherwise 

asking the user to rewrite his question in another way. The 

unknown questions are saved in a log file. This file is 

reviewed by the manager and the programmer to enhance 

this problem. This problem can be solved by adding 

additional information /rules in the local database or the 

prompt. Table 1 displays some rules that are given to the 

prompt to know what is it and its usage. 
Table 1: An example of the prompt's rules 

You are a powerful expert SQLite agent for an Arabic 

hospital. 

You must be precise in writing SQL and make sure it 

returns the correct answer. 

Your job is to extract the right information from the 

database and if you don't have information don't try to make 

up and say 'I don't have this information'. 

You are given all the access to the database to which you 

are connected.  

You will make a conversation with the user in Classical 

Arabic language and be polite to the user. 

As indicated in Table 1, The chatbot was designed to 

evaluate user input and determine its responses. Patients' 

input text may include greetings or information requests. The 

answer will create and run an SQL query if it needs 

information from the local database. Otherwise, as illustrated 

in Fig. 3, it reacts directly in accordance with the prompt's 

instructions.  
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Fig. (3) The hospital reception chatbot flowchart 
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For each session for a new patient, the model saves the 
history of the conversion with limited queries to predict the 
new answers. This means if the patient asks about a specific 
department assistant and then asks to obtain his phone, the 
model will give the correct answers because it saves the 
history of each chat till finished.  

3.2.3 Integration with the Local Database 
Integrating the chatbot with the hospital's local SQLite 

database was a critical step. This integration involved: 

 Database Connectivity: Establishing a secure and 
reliable connection between the chatbot and the SQLite 
database. 

 Query Execution: Developing mechanisms for the 
chatbot to dynamically construct and execute SQL 
queries based on user inputs. This allows the chatbot to 
retrieve specific information about doctors, services, and 
policies from the database. 

 Error Handling: Implementing robust error handling 
procedures to manage situations where the database 
might be unavailable or where the query returns no 
results.  By entering erroneous and ambiguous queries 
and recording the responses or handling the unclear 
inputs. Such as if the user asks "Is there a surgery 
department in the hospital ",  ٜٕو ٝ٘جذ قسٌ ىيجراحح ف "
 then the chatbot answers ―There are four ,اىَسرشفٚ "
departments for surgery what do you need?‖, “ ٜ ّعٌ ٝ٘جذ ف
جراحح  اىَسرشفٚ أقساً ىيجراحح ٕٜٗ ماىراىٜ جراحح اىَخ ٗالأعظاب

اىذٍ٘ٝحاىقية ٗالأٗعٞح   Thereby . " جراحح اىعظاً, جراحح اىرجَٞو ,
the chatbot can handle unclear or ambiguous questions. 

3.2.4 Text-to-Speech responses 
Speech is a general way of communication between 

human beings. The presented model offers a feature of 
displaying the input query answers as a speech using Google 
API text-to-speech. Texting and voice are becoming a major 
bot interface. Soon there will be a high demand for speech-
enabled chatbots. Finally, the speaker is used to deliver the 
audio response output, which is played using the Python 
module's play sound method. 

4. Evaluations 
In this section, the dataset that was collected is explained. 

In addition, the used techniques for evaluating the presented 
chatbot performance are outlined. By displaying a 
comparison between the collected data and answers of the 
proposed chatbot. 

4.1 Dataset Description 
The collected dataset from the patients and hospital staff 

is about a hundred questions with their answers. Table 2 
displays a sample of these questions. 

Table 2: A sample of questions collected from the hospital 

Questions in English Questions in Arabic 

May I know the location of 

the Psychiatric and 

Neurological Department 

clinic? 

ٍناُ عٞادج قسٌ ٍَنِ أعرف 

  الاٍراع اىْفسٞٔ ٗاىعظثٞٔ؟

I want to know the phone 

number of the orthopedic 

department assistant. 

عاٝس أعرف رقٌ ذيٞفُ٘ ٍساعذ قسٌ 

 اىعظاً؟

May I know the dental clinic 

timings? 

 ٍَنِ اعرف ٍ٘اعٞذ عٞادج الأسْاُ؟

I need an Otolaryngology 

consultant and how can I 

contact him? 

ٍحراج اسرشارٛ أّف ٗأرُ ٗحْجرج 

 ٗمٞفٞح اىر٘اطو ٍعآ؟

Does the hospital have an 

MRI? 

 ٕو ٝ٘جذ تاىَسرشفٜ اشعح رِّٞ؟

For me to do a test or an x-

ray, must a doctor from the 

hospital write to me or is it 

normal from outside? 

عشاُ اعَو ذحيٞو اٗ اعَو اشعح 

لازً دمر٘ر ٍِ اىَسرشفٚ ٝنُ٘ 

 ماذثٖاىٜ ٗلا عادٛ ٍِ ترا؟

 

Does the examination price 

differ depending on the 

insurance companies? 

ٕو ٝخريف سعر اىنشف ذثع شرماخ 

 اىرأٍِٞ؟

 

4.2 Evaluation and Testing 
The chatbot's performance was evaluated through two 

primary methods: 

4.2.1 Manual Evaluation:  
Evaluators posed a diverse set of queries to the chatbot, 

encompassing all areas of hospital operations such as doctor 
schedules, service details, room pricing, and hospital 
policies. This comprehensive testing ensured that the chatbot 
was evaluated across a wide spectrum of potential user 
questions. Then, each response generated by the chatbot was 
meticulously cross-checked against the corresponding entries 
in the database by the evaluators. A 99.9% accuracy was 
obtained from their manual evaluation. This step was crucial 
in verifying the chatbot‘s ability to retrieve and relay 
accurate information. 

4.2.2 Automatic Evaluation: 
An evaluation dataset was created, comprising a set of 

model-generated answers and their corresponding correct 
answers stored in an Excel file. Table 3 reviews the 
examples of the answers to the questions written in Table 2 
in sequence. 
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Table 3: A comparison between the collected data from hospital staff and the responses of the presented 
chatbot for all questions in Table 2 

Collected Answers Chatbot Answers 

ساّسٞرى٘ عْذك أٛ اسرفسار َِٝٞ الأ 3ٕرلاقٖٞا فٜ اىذٗر اىثاىث ٍثْٚ أ عٞادج رقٌ 

 .ذاّٜ أٗ حاجح ذاّٞح عاٝس ذعرفٖا، أّا جإس أساعذك

You'll meet her on the third floor at clinic number 3 right 

Asancer. You have any further inquiries or needs you need to 

know, I'm ready to help you. 

 أٛ حاجحعْذك  الأساّسٞرَِٝٞ  3ٕرلاقٖٞا فٜ اىذٗر اىثاىث ٍثْٚ أ عٞادج رقٌ 

 . ذاّٞح عاٝس ذعرفٖا، أّا جإس أساعذك

You'll meet her on the third floor... a clinic building, 

number three... right of the Asancer... you have any other 

need you know, I'm ready to help you. 

. ى٘ عْذك أٛ سؤاه 01082451241اذفضو ٝا فْذً، ذقِذََر ذر٘اطو عيٚ اىرقٌ دٓ: 

 .ذاّٜ أٗ حاجح ذاّٞح عاٝس ذعرفٖا، أّا جإس أجاٗتل

Here you go, then. You can dial this number at 01082451241. 

If you have any more questions or needs you know, I'm ready 

to answer. 

. ى٘ عْذك أٛ 01082451241اذفضو حضرذل ذقِذََر ذر٘اطو عيٚ اىرقٌ دٓ: 

  .سؤاه ذاّٜ أّا جإس أجاٗتل

Your Honor, you may contact this number at 01082451241. 

If you have any more questions, I'm ready to answer you. 

 8:00دمر٘ر طارق ٍذحد )اسرشارٛ( ٍ٘اعٞذٓ ٍِ  -دٛ ٍ٘اعٞذ دماذرج قسٌ الاسْاُ: 

طثاحاً ىحذ  9:00أخظائٜ( ٍ٘اعٞذٓ ٍِ سيَٞاُ )دمر٘ر ٍْٔ  -ٍساءً  6:00طثاحاً ىحذ 

 10:00حَذٛ فرحٜ )ٍقٌٞ( ٍ٘اعٞذٌٕ ٍِ  ٗدمر٘رأحَذ ٗائو )ٍقٌٞ(  ٍساءً دمر٘ر 5:00

ٍساءً ى٘ عاٗز ذحجس ٍٞعاد ٍع أٛ دمر٘ر ٌٍْٖ ٍَنِ أدٝل ٍعيٍ٘اخ  7:00طثاحاً ىحذ 

 .اىَساعذ اىخاص تاىقسٌ ىير٘اطو ٍعآ

Dr. Tariq Meddhat (adviser) scheduled from 8:00 a.m. to 6:00 

p.m. Dr. Minh Sulaiman (specialist) scheduled from 9:00 a.m. 

to 5:00 p.m. Dr. Ahmed Wail (resident) and Dr. Hamdi Fathi 

(resident) scheduled from 10:00 a.m. to 7:00 p.m. if you want 

to book an appointment with any of them, may I direct the 

Department's assistant's information to communicate with him. 

دمر٘ر طارق ٍذحد )اسرشارٛ( ٍ٘اعٞذٓ ٍِ  -ٍ٘اعٞذ دماذرج قسٌ الاسْاُ: 

أخظائٜ( ٍ٘اعٞذٓ ٍِ سيَٞاُ )دمر٘ر ٍْٔ  -ٍساءً  6:00طثاحاً ىحذ  8:00

حَذٛ فرحٜ  ٗدمر٘رأحَذ ٗائو )ٍقٌٞ(  ٍساءً دمر٘ر 5:00طثاحاً ىحذ  9:00

ٍساءً ى٘ عاٗز ذحجس ٍٞعاد ٍع  7:00طثاحاً ىحذ  10:00)ٍقٌٞ( ٍ٘اعٞذٌٕ ٍِ 

 أٛ دمر٘ر ٌٍْٖ ٍَنِ ازٗدك ٍعيٍ٘اخ اىَساعذ اىخاص تاىقسٌ ىير٘اطو

Dental doctor's appointments: Dr. Tariq Meddhat (adviser) 

scheduled from 8:00 a.m. to 6:00 p.m. - Dr. Minh Sulaiman 

(specialist) scheduled from 9:00 a.m. to 5:00 p.m. Dr. 

Ahmed Wail (resident) and Dr. Hamdi Fathi (resident) 

scheduled from 10:00 a.m. to 7:00 p.m. if you want to book 

an appointment with any of them, please provide your 

assistant information for the department to communicate.   

ٍساءً ى٘ عاٗز  6:00طثاحاً ىحذ  8:00دمر٘ر أحَذ اىفقٜ)اسرشارٛ( ٍ٘اعٞذٓ ٍِ 

ذحجس ٍٞعاد ٍع أٛ دمر٘ر ٌٍْٖ ٍَنِ أدٝل ٍعيٍ٘اخ اىَساعذ اىخاص تاىقسٌ 

 .ىير٘اطو ٍعآ

Dr. Ahmed Al-Faki (adviser) is scheduled from 8:00 a.m. to 

6:00 p.m. if you want to make an appointment with any of 

them, I can bring you the information of the department's 

assistant to communicate with him. 

ٍساءً ى٘  6:00طثاحاً ىحذ  8:00دمر٘ر أحَذ اىفقٜ)اسرشارٛ( ٍ٘اعٞذٓ ٍِ 

عذ اىخاص عاٗز ذحجس ٍٞعاد ٍع أٛ دمر٘ر ٌٍْٖ ٍَنِ أدٝل ٍعيٍ٘اخ اىَسا

 تاىقسٌ ىير٘اطو

Dr. Ahmed Al-Faki (adviser) is scheduled from 8:00 a.m. 

to 6:00 p.m. if you want to make an appointment with any 

of them, I can bring you the information of the department's 

assistant for communication. 

رِّٞ تاىَسرشفٜ. ى٘ ٍحراج حجس الأشعح ٍَنِ ادٝل ّعٌ ٝا فْذً ٝ٘جذ عَو اشعح 

 ٍعيٍ٘اخ سنرذارٝح قسٌ الأشعح ىير٘اطو ٍعإا

Yes, sir. There's an MRI at the hospital. If there's a need for X-

rays, I can get you information from the X-ray department to 

get in touch with her. 

اشعح رِّٞ ٗى٘ عاٝس رقٌ ٍساعذ قسٌ الأشعح أّا ٍسرعذ  ٝ٘جذ تاىَسرشفٜ عَو

 أجاٗتل

There's an MRI at the hospital, and if you want the number 

of the X-ray assistant, I'm ready to answer you. 

لا، ٍش ضرٗرٛ ٝنُ٘ اىذمر٘ر ٍِ اىَسرشفٚ. سٞاسرْا ذسَح تإجراء اىرحاىٞو 

حرٚ ى٘ ماُ اىذمر٘ر ٍِ خارج اىَسرشفٚ. ٝعْٜ ذقذر ذٞجٜ ذعَو  ،ىيَرضٚٗالأشعح 

اىرحاىٞو أٗ الأشعح اىيٜ ٍحراجٖا ٍِ غٞر ٍشامو. ى٘ عاٝس ذعرف ذفاطٞو أمرر أٗ 

ذحجس ٍ٘عذ، ق٘ىٜ ٗأّا ذحد أٍرك. ٗى٘ احرجد اٙ سؤاه ذاّٚ اذفضو اّا ذحد 

 أٍرك

No, it's not necessary to have the doctor from the hospital. Our 

policy allows patients to be tested and X-rayed, even if the 

doctor is out of the hospital. It means Tigi can do the tests or 

the X-rays she needs without problems. If you want to know 

more details or make an appointment, just say it when I'm at 

your disposal. And if you need any more questions, go ahead. 

I'm all yours. 

حرٚ ى٘ ماُ اىذمر٘ر ٍِ  ،ىيَرضٚسٞاسرْا ذسَح تإجراء اىرحاىٞو ٗالأشعح  لا.

ى٘  ٍحراجٖا.خارج اىَسرشفٚ. ذقذر حضرذل ذعَو اىرحاىٞو أٗ الأشعح اىيٜ 

 ا ٍ٘ج٘دعاٝس ذعرف ذفاطٞو أمرر أٗ ذحجس ٍ٘عذ، اّ

No. Our policy allows patients to be tested and X-rayed, 

even if the doctor is out of the hospital. Your Honor, you 

can do the tests or the X-rays you need. If you want to 

know more details or make an appointment, I'm here. 

اىنشف عيٚ حسة اىرأٍِٞ أٗ زٝارج جذٝذج. ى٘ حضرذل  ّعٌ ٝا فْذً، تٞخريف سعر

% 10ترشرغو ٍعاّا فٜ اىشرمح فَفٞش ٍظارٝف ذذفعٖا. ى٘ ٍِ أسر اىعاٍيِٞ ٕرذفع 

ٍِ قَٞح اىنشف، ٗى٘ زٝارج جذٝذٓ تررحَو مو قَٞح اىنشف اىَحذدج ٍِ اىذمر٘ر 

 أساعذك. اىَخرض. ى٘ عْذك أٛ اسرفسار ذاّٜ أٗ حاتة ذحجس ٍٞعاد مشف، أّا جإس

Yeah, we're sorry, but it's different on insurance or a new visit. 

If I come to work with you at the company, there's no expense 

to pay. If a worker's family pays 10% of the disclosure value, 

and if a new visit takes on all the disclosure value specified by 

the competent doctor. If you have any further questions or love 

to book an appointment, I'm ready to help you. 

ٝا فْذً تٞخريف سعر اىنشف عيٚ حسة اىرأٍِٞ أٗ زٝارج جذٝذج. ى٘ حضرذل ترشرغو 

% ٍِ قَٞح 10 ٍعاّا فٜ اىشرمح فَفٞش ٍظارٝف ذذفعٖا. ى٘ ٍِ أسر اىعاٍيِٞ ٕرذفع

اىنشف، ٗى٘ زٝارج جذٝذٓ تررحَو مو قَٞح اىنشف اىَحذدج ٍِ اىذمر٘ر اىَخرض. ى٘ 

عْذك أٛ اسرفسار ذاّٜ أٗ حاتة ذحجس ٍٞعاد مشف، أٍا جإس اعطٞل اىَعيٍ٘اخ 

 اىَطي٘تٔ.

We regret that the rate of disclosure varies according to 

insurance or a new visit. If I come to work with you at the 

company, there's no expense to pay. If a worker's family 

pays 10% of the disclosure value, and if a new visit takes 

on all the disclosure value specified by the competent 

doctor. If you have any further questions or love to book an 

appointment, I'll give you the information you need. 
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Table 3 assures that the chatbot's answers are very 
accurate according to the collected information. The 
generated Excel file is fed into an available large language 
model to measure the similarity between the two answers. 
Key aspects of the automated evaluation included: Precision 
and Recall Metrics: These metrics were used to measure the 
correctness (precision) and completeness (recall) of the 
chatbot‘s responses. 

Overall Accuracy Calculation: The overall accuracy rate 
of the chatbot was calculated based on the evaluation results. 
The chatbot achieved an impressive accuracy rate of 99%, 
indicating its high reliability and effectiveness in providing 
accurate information.  Finally, the presented chatbot reduces 
the workload on hospital staff and minimizes operational 
costs by automating the receptionist role. In addition, it 
provides patient satisfaction by providing immediate and 
accurate responses to their queries. Last, the chatbot is 
available 24/7, ensuring that patients have access to 
information at any time. 

5. Conclusion and Future Works 
The implementation and deployment of a medical 

chatbot as a receptionist in Egypt highlights the 
transformative potential of LLMs in healthcare management 
systems. The integration of LLM with the hospital database 
with fine-tuning using prompt engineering achieves all the 
requirements needed to obtain secure, immediate, and 
accurate information. It also achieves reliability and 
enhances operational efficiency. Despite its success, the 
chatbot's implementation also revealed certain limitations, 
such as the need for continuous updates to the database, 
potential challenges in handling complex medical queries, 
and preventing patients from hallucinations. Addressing 
these limitations will be crucial for the broader adoption and 
success of such systems in healthcare settings. Finally, the 
presented model achieved a 99% accuracy rate. This high 
accuracy rate underscores the reliability of the system in 
replacing traditional receptionist roles, thereby streamlining 
hospital operations and enhancing patient experience.  

While the current version of the chatbot focuses on 
providing information, future enhancements could include: 

 Appointment Booking and Cancellation: Enabling 

the chatbot to schedule and cancel appointments, 

further streamlining hospital operations. 

 Medical Advice: Incorporating functionalities to 

provide general medical advice based on patient 

symptoms, under strict ethical guidelines and within the 

scope of safe practice. 

 Integration with EHR Systems: Connecting the 

chatbot to Electronic Health Records (EHR) systems to 

provide more personalized information and support to 

patients. 

 Integration with Medical knowledge databases: 

Integrating more advanced medical knowledge 

databases or incorporating collaboration with medical 

professionals can help the chatbot handle more complex 

queries effectively. 

 Prompt engineering self-learning: Implementing 

mechanisms for continuous learning from new 

interactions and regular updates to the database will 

help keep the chatbot‘s information current and 

accurate. 

 Enhancing Data Privacy: Strengthening data privacy 

and security measures will ensure that patient 

information is protected. This includes encryption, 

access controls, and regular security audits. 

 Measuring patient satisfaction: After the patient 

obtains his answers, the chatbot can display a screen for 

measuring his satisfaction from 0 to five for the 

generated answers. That will ensure the high accuracy 

of the presented chatbot. 

 Establishing transparent guidelines: Establishing 

transparent guidelines for the chatbot‘s decision-

making process and maintaining a clear chain of 

accountability for its responses will enhance trust and 

reliability. 
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