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Abstract: Self-motion Robots and their static environments are the main 

topics for trajectory planning researchers, especially when the 

environments contain static and movable obstacles that make the robots' 

mission harder to reach their target. Therefore, accurate and 

comprehensive knowledge of autonomous robots' control strategies 

makes us take the basic steps to build our approach in mobile robot 

trajectory planning. Accordingly, in this research paper, we will provide 

an accurate detail of two path planning algorithms A star and 4_sector 

wave front algorithms.   Some modifications and improvements to its 

software structure for each algorithm that will reduce the time it takes for 

the robot to reach the desired goal, taking into account the presence of 

obstacles in the map that is dealt with and how to avoid collision with it, 

especially dead-end obstacles, which cause the robot to enter into a state 

of making wrong decisions that can lead to a collision or a significant 

waste of time required to reach the specified goal. The simulation results 

of the A-star algorithm and 4_sector wave front methods using MATLAB 

program are achieved in different ways using inputs via camera, then 

image processing is applied to determine the locations of obstacles, 

starting point, free space, and target point for the robot without any 

position error. The wave front algorithm takes a shorter time than the A-

star method to reach the final position. 
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1. Introduction 

 

Most industrial fields these days have become dependent on automobile robots or robots that 

make their own decisions notably that robots have become very effective and valuable in risky 

work environments or that can cause harm to humans if they are present in them, such as 

radioactive environments or containing Chemical materials that can lead to cancers. 

Moreover, the availability of these robots in production lines increases production capacity 
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and gives a product with manufacturing accuracy greater than the human element, in addition 

to economic feasibility as it reduces the cost of labor [1].  

Decision-making in mobile robots mainly depends on the software algorithm used to guide 

the robot on the map it is moving on and identify ways to avoid the obstacles it encounters. 

Therefore, researchers have found many methodologies that will give robots the ability to 

move independently to reach their goal. These methodologies are separated into heuristic [2], 

deterministic and randomized algorithms. Algorithms that use the Deterministic approach are 

commonly preferred when the representative has limited degrees of freedom or the size of the 

map is low, that makes the quality of the paths less smart. The environment plays an important 

role in route planning issues. Depending on the nature of the job site, route planning can be 

categorized as offline and online. The robot's motion planning depends on finding a chain of 

activities that transform the primary state into the desired target state. We can decide whether 

the robot path is the best or not by the cost, so the lower the cost, the better the path. Also, the 

movement strategy becomes more accurate if it produces the optimal path which means the 

shortest path with the least time without hitting obstacles when the path already exists, or the 

algorithm make a note telling us that there is no path available [3]. 

Many years ago, trajectory planning based on the map used various methods and 

methodologies, we can divide them into: classical approaches such as artificial potential field 

(APF), roadmap approach (RA), cell decomposition (CD); and reactive approaches such as 

fuzzy logic (FL), cuckoo search (CS), shuffled frog leaping algorithm (SFLA), firefly 

algorithm (FA), artificial bee colony (ABC), neural network (NN), bacterial foraging 

optimization (BFO), genetic algorithm (GA), ant colony optimization (ACO), other 

miscellaneous algorithms (OMA) and A Star algorithm (A*) [4,5]. But among the above 

algorithms, A_star is the simplest and fastest algorithm and will be adopted in this paper. The 

A* (A_star) algorithm is a high level of Edger Dijkstra's algorithm in [6]. The wave front 

transmission algorithm has been performed as the controlling technique for path planning in 

separate grid maps. By using heuristics, the A* Algorithm produces an improving 

implementation of the shortest robot's trajectory to reach its goal. Specifics of absolute 

heuristic search and uniform-cost search are combined in A* to calculate the perfect solutions 

for path planning. The distance traveled between the starting point of the robot and the target 

location is calculated by the cost-function F(x) which is the basis of the A* algorithm [7]. The 

environment surrounding the robot constitutes the income data that will be dealt with, such 

as the locations of obstacles and empty spaces the robot can be moved through, the current 

location of the robot, and the location of the target point [8]. That's why vision sensors play a 

major role as a data source [9]. So, a huge amount of information about the working space 

can be obtained by using vision sensors like cameras, compared with touch sensors, ultrasonic 

sensors, or IR sensors, which provide a limited amount of data like colors or distances for the 

working environment [10]. The cameras are the primary part of the vision sensors, which 

capture an image of the environment using either a horizontal camera that monitors the 

environment from a high place or an overhead camera mounted to the front of the robot [11]. 
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This paper depends on input images that come from a camera that captures pictures 

horizontally, covering the entire working environment, these images send wirelessly to a 

computer device that uses MATLAB software which will use the pictures as an input to the 

image processing toolbox to produce a clear map with specific places for the robot' current 

location, obstacles, free spaces, and target point. After that, an accurate simulation using the 

wave front algorithm will be utilized to find the robot's optimal path. 

The path produced from the A* approach should be optimal, that is mean minimal energy 

consumption, proceeds less time, and limits the effect of a collision between the robot and the 

obstacle. The great defiance for optimal path planning of Robots is as follows: 

Path length: The path length is the total distance traveled by the robot from the origin point 

to the target location. 

Optimality: means that the algorithm must be efficient for time, cost, and energy. Therefore, 

it can be classified within three criteria: optimal, suboptimal, and non-optimal. 

Completeness: It is the criterion used to determine if the path produced by the system is 

optimal or not. It can also provide appropriate solutions to reach the optimal path if the 

algorithm produced many paths. 

Time-efficiency: it means that the time required to reach the target location must be minimum. 

That could be correct if and only if the robot’s path was the shortest path for completing the 

required operation. 

Robustness: it means that the robot can deal with external or internal errors like position 

sensitive device errors, rotation driving errors, linear driving errors during motion 

planning. Collision avoidance: Collision avoidance is defined as the mechanism in which 

robot has the capability to detect the obstacles and avoid collisions without physical 

damages to robot’s body. These parameters are considered for our robot path planning 

algorithm [12]. The drawbacks of each conventional path planning technique including 

several points like Computational Complexity (Graph-based methods) - Scalability Issues 

- Memory Consumption - Static Environment Assumption  

In this paper, the wave front method and A-star methods are presented. The proposed methods 

will improvements for the outcome of the optimal path which helps the robot to move from 

its position to the target position without collision with any obstacle and also consider all 

possible considerations such as the surrounding environment, dead end, U_shape, the building 

of the algorithm and the necessary time for finding the optimal route. The consideration of 

choosing these algorithms according to some reasons: 

• The proposed algorithms could work with a small number of sensors (one camera), so the 

hardware costs are small. 

• The wave front technique has easy code, which creates it faster than the earlier algorithms 

and does not need a large memory. 

• The A-star method provides us with the greatest probable optimal route. 
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This paper will present several strategies for robot’s trajectory planning based on path 

planning method that contains finding the optimal path for the robot to reach its destination 

safely with respect to the previous parameters. Series of operations will apply on the 

environment’s map by using image processing techniques to remove noise and unwanted 

information, and extract the main features from the images, to introduce a map with accurate 

locations for the robot, obstacles, the target and start point. After image processing, path 

planning methods will apply based on the inputs come from image processing by using 

MATLAB software, then we will show the time spent on creating the optimal path and how 

we reduce it.  This paper is organized as follows: Section 2 presents an explanation of image 

processing and its main role to get a clear image which captured by a horizontal camera, and 

the methodology of path planning methods explained in section 3. Section 4 shows results 

and analysis of the simulation work. Section 5 presents the conclusion.  Finally, future work 

and conclusion in section 6. 

 

 

2. Image Acquisition and Processing 

 

The digital model of a location or map is called Image acquisition, so the resulting 

representation is the image or the picture, and its components are known as pixels (picture 

elements). Also imaging sensors are electronic instruments used to capture the environment 

[13]. The details of the image represent the main input elements for the MATLAB Software 

and its image processing toolbox. The image processing outputs could be letters or numbers, 

describing the basic picture of the environment. These days, the robotics field's applications 

depend mainly on vision sensors more than other sensors, that because vision sensors provide 

us with huge information about the environment like distances, colors and obstacles' 

positions, compared with the other traditional sensors. In addition to their decreasing cost, 

which makes them ideal sensors for robots [14, 15]. A horizontal image for the map will 

obtain by a Camera (Specifications: Digital Camera FHD 1080P with 32GB Card, 2 Batteries, 

Lanyard, 16X Zoom Anti Shake 44MP Compact Portable Small Point Shoot Camera), then 

this image will send to MATLAB software by wireless connection. In this stage, the image 

processing toolbox starts its work by filtering the image and removing the noise to produce a 

digital picture with clear positions of the robot, target and the obstacles [16]. The 

methodology of image processing is illustrated in the flow chart as shown in Fig. 1. For 

example, the image acquisition process as follow: 

First step, the image of the environment is captured by using a horizontal camera. 

Second step, this captured image is sent to the MATLAB software by using a wireless 

connection. 

Third step, in the image processing toolbox, perform filtering operations like "open and close 

image" to eliminate salt and pepper noise [17] as shown in Fig.2. Salt-and-pepper noise is 

a form of noise sometimes seen on images also known as impulse noise, this noise can 

result from sharp and unexpected disturbances in the signal of the image. It shows as 
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sparsely occurring white and black pixels as Fig. 2 illustrated, also, use the "edge 

detection" model based on Sobel operator. 

The fourth step, the image converts into binary form, zeros ‘0’ represent obstacles and ones 

‘1’ as surrounding space. 

Fifth step, the black and white pixels will be reversed, then detecting obstacles in the map 

will have the black color. 

Sixth step, dividing the picture into sectors, each one involves a group of pixels so that values 

of pixels of the image will distribute on sectors. 

The last step, the final image is ready for applying the proposed algorithm on it. 

 

 
Fig. 1. Flowchart of image processing 

 

 

 

2.1. An Edge Detection Model Based on Sobel Operator 

One of the various kinds of the orthogonal gradient operators is Sobel operator. The first 

derivative corresponds to the Gradient, and the derivative operator is the gradient operator. 

The gradient of the position (x, y) could be represented as a vector, and its components are 

the two first derivatives along the X and Y direction respective [18]: 

 

∇𝑓 = [𝐺𝑥𝐺𝑦]𝑇 = [
𝜕𝑓

𝜕𝑥

𝜕𝑓

𝜕𝑦
]                                                  (1) 
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The equation (2) represents the magnitude, and the equation (3) represents the direction angle of 

the vector: 

𝑚𝑎𝑔(∇𝑓) = |∇𝑓(2)| = [𝐺𝑥
2𝐺𝑦

2]
1

2⁄
                                                    (2)  

∅(𝑥, 𝑦) = 𝑎𝑟𝑐𝑡𝑎𝑛 (
𝐺𝑥

𝐺𝑦
⁄ )                                             (3) 

 

Approximation often applied on small area template convolution, each one of 𝐺𝑥  and 𝐺𝑦 

require a template, so these two templates joint in an operator of gradient. In Fig. 3 (a) and 

(b) are the two used templates 3*3 by Sobel. The two 3x3 templates used by Sobel are showed 

in Fig. 3 (a) and (b) are the two used templates 3*3 by Sobel. These two kernels should be 

used by each point to apply convolution. The maximum response to the vertical edge and the 

level edge is obtained by using these two kernels, so the output bit represents the maximum 

value of the two convolutions, which is the edge image amplitude 
 

  
a) An image contaminated salt and pepper noise. b) An image without salt and pepper noise. 

Fig. 2. The methodology of image processing 

. 

  
(a) Convolution template S1 (b) Convolution template S2 

Fig. 3. Sobel edge operator 
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Their convolution is as follows: 

 

𝐺1(𝑥, 𝑦) = ∑ ∑ 𝑠1(𝑘, 𝑙)𝑓(𝑥 + 𝑘, 𝑦 + 𝑙)1
𝑙=−1

1
𝑘=−1                   (4) 

𝐺2(𝑥, 𝑦) = ∑ ∑ 𝑠2(𝑘, 𝑙)𝑓(𝑥 + 𝑘, 𝑦 + 𝑙)1
𝑙=−1

1
𝑘=−1                  (5) 

𝐺(𝑥, 𝑦) = 𝐺1
2(𝑥, 𝑦) + 𝐺2

2(𝑥, 𝑦)                                             (6) 

𝑖𝑓 𝐺1(𝑥, 𝑦) > 𝐺2(𝑥, 𝑦) It means that there is an edge. 

 

Example: Let’s take an image for a virtual environment and apply the previous steps as Fig.4 

shown. 

 

  
Fig.4 virtual environment with salt and pepper noise Fig. 5.  Binary image with salt and pepper noise. 

 

Now by using the image processing toolbox we can convert the image into binary form as 

Fig.5. We have to filter the image out of salt and pepper noise because this noise will lead to 

loss of the algorithm where the algorithm will consider each noise zone as a barrier and thus 

will make the road longer and will take a longer time to process the map. After using open 

image, close image, and edge detection techniques we get a clean image without distortion or 

noise as Fig. 6 shown.  

 

 
 

Fig. 6. An image without salt and pepper noise 

by using filters and edge detection techniques 

Fig. 7. Segmentation the image into sectors 
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Fig. 8. An image after segmenting into sectors 

 

The last step is to segment the image into sectors to be ready for applying the path planning 

algorithm as Fig. 7 illustrated. This segmentation is done by assembling the pixels in separate 

groups and each sector will be given an intermediate value for the pixels which contained in 

as illustrated in Fig.8 

 

 

3. Methodology of Path Planning Methods 

 

This section covers the path planning method for a mobile robot in different environments. 

Several methods of path planning techniques allow a mobile robot to navigate through 

obstacles and find the path to reach the target without collision. 

 

3.1. A_Star (A*) Algorithm 

A-star is a search algorithm that deals with specific inputs from the map of the environment 

and then makes a lot of calculation processes upon possible paths to produce the perfect track. 

It's one of the various computer science algorithms specialized in trajectory planning and 

graph traversal.  The approach of A* applies a best-first search and produces a trajectory with 

the least cost from a beginning sector to the wanted one [19]. This algorithm performs a full 

map scan and generates a sequential and ordered list of sectors which have the lowest traffic 

cost, also makes a list of the previously scanned sectors so as not to be scanned again, which 

wastes time. These considerations make A_star one of the best search algorithms, if not the 

best. 

 

3.1.1. The Elements of A_Star 

The A_Star algorithm depends on the sum of two main functions, g(x) and h(x). The first one 

expresses the distance traveled from the starting point to the current location, and the second 

function represents the distance required to reach the target from the current location, where 

“X” is a random sector on the map of the environment. These components produce the 

following equation: 

 F(x) = g(x) + h(x) as illustrated in Fig. 9. 
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Fig. 9. The elements of A-star algorithm 

 

3.1.2. The principal work of A_star algorithm 

This algorithm provides the robot with an auxiliary search methodology, which enables it to 

explore available paths and avoid paths that lead to dead ends. That is done by creating two 

lists called the open list and the closed list. These two lists represent the basic properties of 

building the A_star algorithm [20], [21]. The scanned sectors are recorded and saved in the 

closed list, while in the open list, sectors adjacent to the scanned sectors are recorded, and 

then the distance of these sectors from the origin point and the target point is calculated. The 

addresses of sectors with the most appropriate and shortest distances are sequentially grouped, 

which will form the desired path [22], [23]. 

 

3.1.3. The Stages of A_Star Algorithm 

First step: initialize the start sector 'n' and determine its position with X&Y axes, then put it 

on the open list and calculate G & H by using the two Eq (7,8): 

 

𝐺 = √(𝑥𝑐 − 𝑥𝑠)2 + (𝑦𝑐 − 𝑦𝑠)2                                 (7) 

𝐻 = √(𝑥𝑐 − 𝑥𝑔)2 + (𝑦𝑐 − 𝑦𝑔)2                                  (8) 

 

Where: 

(𝐱𝐜 , 𝐲𝐜) are the coordinates of the current sector. (𝐱𝐬 , 𝐲𝐬) are the coordinates of the start sector. 

(𝐱𝐠 , 𝐲𝐠) are the coordinates of the goal sector. 

Second step: calculate the cost function F by using the next formula 

 

𝐹(𝑛) = 𝐻(𝑛) + 𝐺(𝑛)                                                                               (9) 

 

Third step: remove from the open list the sector ‘n’ which has the smallest cost function F 

and put it on the closed list and save the index of this sector. 

Fourth step: check if ‘n’ is the target sector then terminate the algorithm and use the pointers 

of indexes to get the optimal path, if 'n' is not the target sector, then detect all the successor 

sectors of 'n' which do not exist on the closed list. 

Fifth step: determine G & H for each sector, then go to step two. Figure 10 represents a flow 

chart for A_star path planning algorithm for mobile robot. 
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3.1.4. The MATLAB Functions of A_Star Algorithm 

The file A-star.m represents the algorithm with all sub-functions, these sub-functions are: 

 

 

• The 'distance' function: its mission is to calculate the distance associated with the 

sectors. 

• The ‘Expan_array’ function, which calculates the cost function for the current sector and 

its successors, returns that in an extended list.  

• ‘Insert_open’ this function fills the list OPEN with values that have been passed to it. 

• ‘min_fn’ this function checks the list OPEN and returns the address of the sector which 

has the smallest cost function. 

• The 'index' function, this function is used to record the address of the sectors that have 

the smallest cost function and order them to produce the optimal path. 

 

3.2 Wavefront Algorithm 

The wave front map technique gives us a straightforward and operative execution that 

creates a track for the robot with suitable time fulfillment. This algorithm includes a width 

first search of the graph starting at the target sector until it reaches the start sector. First, 

 

Fig. 11. The flow chart of wave front method 
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sectors of obstacles are indicated with a ‘1’ and the destination sector is marked with any 

minor number other than ‘1’ such as ‘2’. Wavefront sectors matrix is created either by using 

8 sector connectivity or 4 sector connectivity. The obstacle avoiding track is specified by 

any continuous sequence of decreasing matrix element values that lead to the target [23-25] 

as shown in Fig.11. 

 

 
Fig. 10. The flow chart of A_Star algorithm 

 

Step one: give an amount more than ‘1’ to the target position such as ‘2’. Then give the value 

‘3’ to four neighbor sectors of the target and value ‘4’ to the neighbor sectors of value 

‘3’ [26-28]. 

Step two: keep increasing the value for each 4 adjacent sectors until reach to start position. 

Last step: when the start position is reached, the route will be found by following the values 

in reverse arrangement from the greatest value (reference position) until the lowest value 

(end position) except the value ‘1’. All steps illustrated in Fig. (12-14) 
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4. Simulation Results and Discussion 

 

In this section, simulation work conducted in this study will be presented. Also, different 

environments will be shown with A-star. Let's examine A-star algorithms and the 4_sector 

wave front method with different shapes of the mazes as illustrated from Fig. 15. To Fig 20. 

 

4.1. Different Maze Test 

As we can see from Figure 15 to 20, A-Star and 4_sector wave front methods respectively 

that can handle a circular and hexagonal maze, considering the flexibility of movement and 

bending angles, the algorithm was able to find the best path after examining the available 

paths without collision. 

Table 1 shows the path time for each maze shape with different path planning methods. Also, 

the time required to do A- star is longer time than the 4_sector wave front. But the path length 

of 4_sector wave front is shorter than the A star method. 

 

Table: 1 Time comparison between path planning algorithms with different maze 

Method Circular maze hexagonal maze 

A-star Time =317.7 sec Time =254.9 sec 

4_sector WAVEFRONT method Time =2.11 sec Time =2.11 sec 

 

 

 
Fig. 12. First step of 4-sector wave front 

method 

Fig. 13. Second step of 4-sector wave front 

method 

 
Fig. 14. Last step of 4-sector wave front method 
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Fig. 15. A maze with a circular shape 

  

Fig.16. The path of a circular maze using A-

star algorithm 

Fig.17. The path of a circular maze using   

4_sector  wave front  method 

 

 

Fig. 18. A maze with a hexagonal shape 

Starting 

Ending 

Ending point 

Starting 
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Fig. 19. The path of a hexagonal maze using 

A-star method 

Fig. 20. The path of a hexagonal maze using  

4_sector wave front method 

 

4.2. Different Static Environment 

Labyrinth-shaped environments are considered one of the most difficult environments for any 

specialized algorithm to find a movement path due to the presence of a large number of paths, 

these paths are divided into dead-end paths, long paths far from the target, or short paths close 

to the target, that makes the algorithm calculations larger and more difficult and it need more 

accuracy to find the path that leads to the desired goal. The first environment consists of a V 

shape with some horizontal obstacles as shown in (figure 21 to 23). 

The purpose of the second environments (figure 24 to 26) is to show the algorithm's ability to 

overcome the collision problem, especially when the target is close to the starting point but 

there is an obstacle that makes the robot choose a path to go around the barrier, which proves 

that the algorithm chooses the priority of roads based on avoiding collision first and then 

Choose the shortest route. 

Table 2 shows the path time for each static environmental with different path planning 

methods. Also, the time required to do A- star is biggest time than 4_sector wave front, but 

the path length of 4_sector wave front is shorter than a star method. 

 

Table: 2 Time comparison between path planning algorithms with different static environmental 

Method 1st Environmental  2nd Environmental  

A-star Time =1688.2sec Time =389.9 sec 

4_sector wave front method Time =7.525 sec Time =7.665 sec 
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Fig. 21. The first random environment captured by using a camera 

 

Fig. 22. The path of first environment using A-star algorithm 

 

Fig. 23. An optimal path for the fourth environment using 4_sector wave front method 
 

 

 

Starting 

Ending 
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Fig. 24.  The second random environment captured by using a camera 

 
Fig. 25. An optimal path for the second environment using A-star algorithm 

 
Fig. 26.An optimal path for the fourth environment using 4_sector wave front 

method 

 

 

5. Conclusions 

 

The potential impact on autonomous robot navigation in real environments is very important. 

MATLAB simulation for mobile robot trajectory planning has been used in this paper to 

provide us with the optimal path considering all obstacles that the robot could face. This 

simulation is based on the A_STAR algorithm, and 4_sector wave front methods are 

presented effective solutions for basic problems such as static environments, which have 

different maze, dead ends paths, the shortest path issue and the desired time to find the proper 

way. The A* algorithm and 4_sector wave front methods are stimulated to achieve the 

locations of obstacles, starting points, free space, and target points for the robot with zero 

position error. The wave front method is achieved all paths with less time than A star method, 

but the A star is shorter path length than the wave front method. 

 

Ending 
Starting 
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6. Future Work 

 

In the future paper, we will work not only on one robot but also a group of robots that need a 

monitor system and must use online control algorithm, so cameras will not be enough, other 

sensors like ultrasonic, infrared and touch sensors will fix on each robot to prevent collision 

issue, beside that the algorithm should use machine learning and deep learning techniques for 

better decision-making be smart enough to send orders to all robots in the same time. We still 

have some limitations like: 

• Combining pixels into sectors leads to deform the picture or miss some features of it, these 

features could be important for the used algorithms, especially when that related to small 

obstacles which won’t consider and lead to collision problem. 

• Depending on a horizontal Camera only could cause a problem, when the background and 

the obstacles have the same color, that make trouble for image processing which based on 

the colors to extract the features of the image, in this case the supplied image from the 

camera will not be enough, so we have to use other sensors to overcome this issue. 
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