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Abstract – This study introduces an updated recommended design of intelligent Load 

Frequency Controllers (LFCs) for an off-grid 2-area Hybrid Microgrid. Harris Hawk 

Optimization (HHO) is used to create intelligent fine tuned Proportional-Integral-

Derivative (PID) as well as Fractional-Order PID (FOPID) controllers. The envisioned 

HHO method's performance is validated on a 2-area off-grid Hybrid Micro-Grid (HMG) 

HMG in the presence of various renewable energy resources and diverse types of energy 

storage systems (ESSs) under assortment of case studies a variety of scenarios, including 

fluctuations in load, solar irradiance, and speed of wind, using realistic measurements. 

The prescribed goal function and control gains are the integral-time sum of absolute 

deviancies and controller settings, respectively. The system's dynamic reaction and 

simulation findings demonstrate that the recommended HHO based FOPID LFCs are 

successful in dipping frequency and tie-line power signal variations in a short time. For 

additional validations, simulation results are compared to genetic algorithms to 

determine the factors of the suggested controllers to find out the parameters of the 

implemented controllers. 

 

Keywords: Load Frequency Controllers, Hybrid Microgrid, Harris Hawk Optimization, 

Fractional Order PID controllers, Energy Storage Systems. 

 

I. Introduction 

Hybrid microgrid featuring different forms of micro 

renewable resources coupled with some types of energy 

storage systems (ESSs) has been a major concern for 

researchers and companies in recent years[1]. The relevance 

of ESSs is clarified providing the power produced by wind 

and solar systems is oscillating in random manner and 

intermittent. battery storage, supermagnetic energy storage 

and supercapacitors are being considered in [2] as a types of 

ESSs. Natural fluctuations deviations in sun irradiations, 

wind velocity and load disruptions may result in significant 

and serious power oscillations [3]. Such variations of power 

output from all the renewable sources could stimulate a 

significant issue with system frequency as well as voltage 

oscillations. Load frequency controller (LFC)'s primary role 

is to resolve this fluctuation besides authorize that systems' 

dynamic behaviour is in an endurable tolerance [4]. A 

necessity for effective and productive LFCs is therefore 

crucial, particularly when the electric grid is operating in an 

isolated state.  

Papers in literature proposed LFCs for HMG using 

traditional approaches and numerous artificially intelligent 

related techniques. Traditional PI controllers[5], classic 

Ziegler_ and Nichols LFCs based on Ziegler_Nichols' 

method [6], as well as H-infinity constructed controllers 

were introduced as conventional models types of LFCs [7]. 

Moreover, artificial intelligence techniques as well as 

swarm approaches were used to optimize the responses of 

systems like artificial neural_networks[9], 

fuzzy_controllers[10], particle swarm optimisation [11], 

biogeography optimisation technique [12], harmony search 

algorithm [13]. Furthermore, wide ranging technical 

assessments and detailes are discussed and described in 

[14–16].  

The Harris Hawks optimization (HHO) method is used to 

fine tune the settings for the PID and FOPID controllers 

optimally, which is the work's main originality. Introducing 

the Harris Hawks Optimization (HHO) approach to 

optimize the parameter values for the PID and FOPID 

controllers, is the research work's main objective. The key 

feature for HHO is the cooperating disposition and manner 

of pursuing Harris' hawks in the natural world, also known 

as the surprise pounce. Throughout this brilliant strategic 
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technique, numerous hawks swoop on a prey in a continual 

endeavor to surprise it from various directions. Harris 

hawks may distribute a number of hunting paradigms based 

on the dynamic nature of all settings and their prey's escape 

tendencies. 

The stimuls of this paper is to demonstrate besides disclose 

the strengthness of the based HHO PID and FOPID 

controllers in an off grid HMG under exceedingly random 

conditions. This article addresses intelligent LFCs' optimum 

scheme in addition best fine-tuning to enhance the response 

of system with two area standalone HMG. HHO is used for 

the determination of optimum LFC parameters HHO is 

employed to find out the optimal LFCs' settings. The 

proposed HHO-based approach is applied on an integrated 

HMG that involves hybrid wind/diesel/solar  systems with 

distincit types having ESSs. Maximum power point tracking 

operation approachs of wind turbines' generators and 

photovoltaic generating arrays make both of them not 

contributing in frequency regulation in this study. With 

subsequent discussion and analysis, frequent consequences 

are prearranged for dynamic simulation to reveal the 

effectiveness of the suggested control system. Via 

MATLAB_SIMULINK software the proposed model of 

studied HMG involving ESSs is simulated and established. 

Assessments with Genatic algorithm (GA) are concidered 

to authenticate HHO recommended methodology in 

different cases and operating conditions. 

II.  Off grid Hybrid Microgrid model 

The proposed two-area HMG simulation model for this 

research is validated in Fig. 1. The area-1 consisted mainly 

of a wind turbine generator (WTG), diesel engine generator 

(DEG), and super conducting magnetic energy storage 

(SMES) system. By comparison, area-2 includes a solar 

photovoltaic ( PV ) array, a DEG, as well as a battery energy 

stotage (BES) system. The major sources for meeting power 

demands are WTG's and PV's. Both can be worked under 

irregular circumstances owing to fluctuations of wind speed 

and solar radiation in nature. The DEGs have been used as 

a back - up power supplies for load responses. Nevertheless, 

the SMES and BES components are being used for system 

requirements of short-term backup operations. The 

presented hybrid wind-diesel-PV system is really very 

reliable as it acts as a cushion to take account of variations 

in wind speed and sun radiations and would continuously 

sustain an average power equal to the reference point. The 

enlargement of such hyprid power generation system is 

expected to cover the vastly increased power demands for 

such an isolated community.  The  feature of the 

introduced control scheme for this work would be that 

the controllers of each DEGs and ESSs are used for damp 

frequency as well as tie line power deviation and to 

significantly reduce steady-state error throughout frequency 

and tie line power in a shortened selting time. Furthermore, 

the stimulation of maximum power tracking of PVs and 

Wind turbines, specifically with continuous variations in 

solar radiations and wind speed, is applicable. The 

characteristics of the various components of the studied 

HMG are exemplified as follows through the next sub 

sections. 

 

 
Fig. 1 The suggested  model for isolated 2 area system of HMG. 
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Fig. 2 WTG system model. 

 

 

 A.  wind turbine Generation system 

The generated power by the PWT turbine is described by the 

expression specified in (1) [18], and its efficiency 

coefficient[19] is calculated analytically using 

manifestations in (2) and (3). CP is typically operated at low 

to medium wind speeds to allow the turbine to function 

optimally.  
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The WT generation simulink model is showin in Fig.2. It's 

noteworthy that CP is a very manufacturer-specific 

parameter. That research will involve the GAMESA wind 

turbine, which was erected in Egypt's Zafarana district[17]. 

The data sheet for that wind turbine is shown in the 

appendix. The primary goal is to operate the wind turbine at 

peak efficiency. The mean power capacity of the GEMESA 

wind turbine may be computed using the parameters 

specified in (4) once its curve fitting is completed. 

However, enhancements in the GEMESA ΔPw wind power 

output can be projected as shown in (5). 
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B. Solar PV Generation system 

It is vital to remember that the photovoltaic solar production 

Psolar is mostly determined by the amount of sunshine and 

the temperature. Severely, if the air temperature remains 

fixed at 25° C, Psolar fluctuates only in a linear fashion with 

G. MPPT (maximum_power_point_tracking) techniqes are 

commonly used in solar power generation to improve the 

overall power efficiency. [20]. (7) describes how changes in 

sunshine and temperature affect solar power generation 

(ΔPsolar). During this study, 98 percent of the effective 

MPPT approaches were deemed to be proficient. Every 

array is specified with a capacity rating of 200 kW within 

the STC, with five connected on a parallel basis for 

producing 1000 kW at the STC (data sheet in appendix) 

Fig.3 depicts the implemented PV generation simulink 

system. 
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Fig. 3 Schematic diagram of PV generation system. 

C. Batery energy storage system 

The proposed method employs the model of Redox Flow 

Battery (RFB), which is a type of electrochemical 

recharging energy storage. The RFB is an electrochemical 

recharging energy storage device that has increased 

capacity, rapid response, and a reduced issue of backup self-

depletion. During the chemical reactions phases, the BES 

stores DC electric energy while also providing a converter 

and an inverter to exchange AC electricity. The fundamental 

notions of such battery's structures are properly illustrated 

in [21]. Figure 4 shows a generic schematic for RFB. During 

typical load demands, batteries charge then promptly 

return energy to the the network. A dual converter converts 

DC to AC or AC to DC. RFB offers an efficient response to 

the issue of LFC. 

 
Fig. 4 Block diagram of RFB system 

 

D. Superconducting Magnitic Energy Storage 

System 

The electric energy is stored (E) in the coil in the form of a 

magnetization fields, which is provided via (8). Even so, the 

corresponding SMES' power (P) is estimated as revealed in 

(9)[22]. Figure 5 shows a SMES detailed schematic 

representation. 
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wherein L represents the superconductivity of coil 

inductance, I is the electric current flowing via the coil, 

while V indicates the electrical voltage throughout the coil. 
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Fig. 5 SMES schematic diagram. 

E. Desil engine generation system 

Both wind and solar energy sources are irregular owing to 

changing atmospheric conditions, making PV and wind 

power output uncertain. In independent or freestanding 

hybrid energy systems, energy of renewables are normally 

paired through DEGs to deliver steady demand to 

independently customers. DEG sets of synchronous 

electrical generators and renewable sources of energy 

operate in tandem to meet demand for energy over such a 

tiny distribution network. 

 

The diesel-powered power generating unit has a speed 

governor that controls the diesel engine's output power. 

Figure 6 depicts the basic block representation  model of the 

diesel powered generator as well as its governor of speed 

system[23]. The unit primarily comprised of a speed drop 

control has a single droop (R), a valve_actuator, as well a 

diesel motor. Delay of 1st order is utilized to reflect the 

actuators for valves and diesel engine, as well as the time 

constants Te and Tv. Udg is the LFC controlling signal, Δf is 

the frequency deviation, Xg is the pump positional 

increment, and Pdg is the change in the diesel engine's 

mechanical power. Each DEG has a rating of 500 kVA. 

 

 
Fig. 6 Block diagram of DEG system 

 

Typically, DEG's responsiveness to load changes is 

restricted across energy regulation systems. DEGs also offer 

near-instant demand response capability, and they can 

manage massive block loads tends to 100% of engine 

nominal capacity in single step[24]. In normal operation, the 

output of the DEG is managed to avoid overloading 

situations; however, in the event of a heavy load demand, in 

cooperation ESS and DEG produce the power to meet this 

need. 

It needs to be noted that the electrical demand is considered 

to be sufficiently high to allow for maximum power 

extraction from both the wind turbine and the PV. For this 

situation, there shall be no capacity to reserve for the wind 

powered generators or the PV to contribute to prime 

frequency regulation, therefore the frequency will be 

managed by diesel generators and assisted by transient 

energy transfer from energy storage devices[25]. As a 

result, this report includes a basic first order transfer 

function that ignores any nonlinearity. 

Table 1 shows the 2 area HMG subsystems transfer 

functions, together with the usual parameter values utilized 

in this study. 

 

TABLE I 

The Transfer functions of components in the two area 

HMG system  

Subsystem Transfer Function Values 

WTG 
1+ST

K

W

W

 

1=WK
 

5.1=WT
 

PV 
1+ST

K

pv

pv

 

1=pvK
 

03.0=pvT
 

SMES 
1+ST

K

L

L

 

98.0=LK  
03.0=LT  

Battery System 
1+ST

K

B

B

 

8.1=BK  
0=BT  

Valve_ Actuator1,2 
1

1

+STv  
05.0=vT

 

Diesel_Engine1,2 
1+ST

K

E

E

 

1=EK  
5.0=ET  

Rotor Swing1 11

1

+ST

K

p

p

 

11 =pK
 

31 =pT
 

Rotor Swing2 12

2

+ST

K

p

p

 

12 =pK
 

32 =pT
 

Synchronising 
S

T12

 
398.412 =T  

Frequency biases B1,B2 
B1=21 

B2=21 

Droops R1,R2 
R1=0.05 

R2=0.05 

V.  Harris hawk Optimization Algorithm 

Harris' hawk is a renowned raptor of prey that lives in the 

southern part of Arizona, USA. Through the non breeding 
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time of the year, these intelligent birds may host meal 

parties for a large group. Hawks periodically conduct a 

"leapfrog" maneuver all around the target spot, rejoining 

and splitting multiple times to aggressively look for the 

concealed prey, which is generally a rabbit. Harris's hawk 

can be recognized by its unique collaborative foraging 

behaviors with relatives living in a similar stable group, 

whereas other raptors typically assault to find and capture a 

target on their own.They are regarded as really forthcoming 

predators within the raptor world. The major approach for 

capturing a target is ''surprise pounce'', commonly referred 

to as ''seven kills'' technique. They recognize their closest 

relatives and try to anticipate their movements throughout 

the attack. Whenever the best hawk ( the leader ) kneels at 

the target and becomes disoriented, one of the group's 

members will take up the hunt. Harris' hawk may pursue the 

discovered rabbit until weariness, increasing its 

susceptibility. Most prominent and knowledgeable, 

typically the strongest, quickly captures the weary rabbit 

and trades it to other party leaders, rendering the bunny 

powerless [26]. Figure 7 shows a generalized flow chart for 

HHO. 

 
Fig. 7 General HHO flow chart 

Fractional order PID controller 

FOPID controller was introduced by Igor Podlubny [27]. It 

would be supplement of the traditional PID controller type 

where a certain fractional μ and λ values are available. 

Figure 8 displays block diagram of the PID fractional-order 

system. The predscribed integral differential-equation 

describing the controllers' processing of a fractional-order 

PID controller is given as follows: 

         )()()()( teDKteDKteKtu DIP
 ++= −           (10) 

In addition, the FOPID controller transfer-function in the S-

domain can be discribed as follows: 

)()()( sesK
s

K
Ksu D

I
P




++=

     (11) 

 
Fig. 8 FOPID controller block diagram 

VI.  Intelligent optimized Controllers  

Frequency controllers optimum tuned settings are obtained 

by proactively taking into consideration differences in 

frequency ranges besides tie line strength. Integral Timed 

Weighted Absolute Error (ITAE) is identified such as the 

function of fitness (FF) to be diminished in (12) refer (12) 

owing to its several advantages in the improving mechanism 

of the system time of settling. Identification of the objective 

functions is indeed the major factor for any real system 

enhancement time-response. ITAE criteria obviously has 

the advantage of creating lesser overshoots and oscillations 

vacillations than the integral absolute error or integral 

square error (IAE or ISE) metrics [28-29]. Accordingly, the 

ITAE test is employed to fine-tune the controllers. Related 

to the gains' limitations which are described throughout the 

next formula: 
k

DIP
k

DIP
k

DIP KKK
max,,,,min,, 

 
The data input for every controller is basically the variance 

amongst B • ΔF as well as the ΔP error for the 2 regions. 

LFCs remain developed to minimize deviation, resulting in 

lower ΔF and ΔP. The suggested HMG model, illustrated in 

Fig. 1, uses two PID control units for each DEG (PID2 & 

PID3), also it includes PID controllers for the each ESS 

(PID 1 intended to SMES; and PID4 to BES).  

 

Twelve control variables define all gains for PID 

controllers. HHO is used to minimize FF abovementioned 

and to observe with all relevant inequalities restrictions. It 

is value noting that FCs were being designed off-line at the 

planning stage and only placed into online practice to fine-

tune the operation of the grid system via load disturbances 

[30].  

 

Likewise, in communal practice FCs using PID are 

manipulated for various load shift scenario values. 

Subsequently, design level of the PID that is dealt with as a 

planning process, is carried out off line using the 

recommended HHO procedure before all the FCs are placed 

into service. 
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         (12) 

 

 
Fig. 9 Deviation for frequency in area (1) of case_ 1. 

 
Fig. 10 Deviation for frequency in area ( 2 )of case _1. 

 
Fig. 11 deviation for tie_line power of case_1. 

VII.  results of Simulaton 

The viability of the suggested HHO-based LFCs within a 2_ 

area HMG with ESSs will be investigated here in isolated 

operation. The HMG model is linearized to minimize 

sophistication while still providing reasonable 

approximations. As a result, the model's subsystems are 

condensed into linear 1st-order low-pass lag transfer 

functions. The designated system model as well as 

simulation are performed using the framework of 

MATLAB_SIMULINK. The acceptable controller 

variables for the HHO suggested approach are shown in the 

appendix, and they were collected from several tests. 

Following a definitive trial and error, the approved upper 

and lower boundaries of controller's parameters are selected 

from 0 to 5. The next subsections provide an analysis and 

illustration of the isolated two area HMG under various 

operating conditions and load disturbances. Numerous 

situations are examined in our current study in the manner 

described below: 

Case _1:  

Here, the av. temperature is 25 °C, the average wind 

velocity is 10 m/s, and sun irradiance is 600 W/m2 (ΔVw, 

ΔG, and ΔTa are all exactly zero). At t = 0, area-1 is further 

exposed to a +5% load step variation. Attempts and 

optimum values of all parameters assessed using GA PID 

have been compared with the HHO PID and proved in Table 

2 and Table 3. The time-domain results from simulation for 

ΔF1, ΔF2, and ΔPtie are shown in Fig. 5. The optimal 

minimum value of ITAE utilizing HHO is 5.84756 × 10−3 

out of 50 consecutive consecutive runs. Even after the 

confirmation of the HHO-based conclusions, the GA is still 

a powerful, established method that many scholars are 

aware of without having to review annotations.  

 

TABLE 2 

Parameters of GA  optimized PID controllers  

Variable PID_1 PID_2 PID_3 PID_4 

Kp 0.0067 1.2006 2.2003 2.4986 

Ki 4.8848 4.9648 1.5984 4.1875 

Kd 4.1558 2.5998 2.4985 1.3964 

 

TABLE 3 

Parameters of HHO optimized PID controllers 

Variable PID_1 PID_2 PID_3 PID_4 

Kp 0.982 1.64158 2.2152 4.3216 

Ki 8.00258 7.19875 2.3647 8.71489 

Kd 4.4913 3.6438 3.9215 2.9631 

 

The HHO is stable in addition able to provide PID settings 

that are extremely close to the global optimal solution for 

each check. By using the PID gains generated by HHO and 

GA, it is evident that the time domain response signatures 

coincide to some extent. It is clear from using the PID gains 

obtaind by HHO as well GA that there is some overlap 

between the time domain response signatures.  

 ++
T

tie dtPFFt=ITAE
0

21 )(
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Fig. 12 Area(1) frequency deviation of case 1. 

 
Fig. 13 Area(2) frequency deviation of case 1. 

 

  
Fig. 14 Power of tie-line in case 1.  

Case_ 2:  

This case is where a variation in wind speed develops. At 

t=0.01s, the wind speed tends to increase from its starting 

setting of 15 m/s to 17 m/s. In this instance, adding a load to 

area-1 by +5% step at t = 0 causes the wind speed to abruptly 

increase starting 10 upto 12 m/s by t=10 s and abruptly 

decrease from 12 to 10 m/s at t = 15 s, even though there is 

no change in the ambient temperature or sun radiation (Δvw 

= ±2 m/s, ΔTa = 0, as well ΔG = 0). Furthermore, it is 

presumed that, while maintaining ΔG = 0 and ΔTa = 0, a 

noticeably greater wind speed disruption with Δvw = ±4 m/s 

is anticipated at t = 10 and 15 s.  Signal variations under 

abrupt increases in Δvw = ±2 m / s and Δvw = ±4 m / s, 

correspondingly, are shown in Figs. 12,13 and 14. The 

optimal values and system response performance 

parameters for the settling time TS (± 2 criteria), maximum 

positive overshoot, and maximum negative undershoot are 

also listed in Table 4 and table 5 with respect to the 

developed HHO-based FOPID LFCs consequently. 

 

TABLE 4 

Parameters of HHO optimized FOPID controllers 

Variable FOPID1 FOPID2 FOPID3 FOPID4 

Kp 0.0148 1.1972 2.0985 2.8111 

Ki 4.6472 4.9996 1.7927 4.1687 

Kd 4.0024 2.5456 1.9251 1.3812 

λ 0.501 0.9542 0.0801 0.1121 

μ 0.0131 0.0154 0.3680 0.2101 

 

TABLE 5 

Time response values of HHO optimized controllers 

 
HHO PID controllers 

Δf1 Δf2 Δptie 

Tr (Rise_time) 4.195e-04 1.112 3.542 

Over_shoot 2.342e+07 8.098e+05 6.856e+05 

Under_shoot 2.415e+07 7.034e+03 0 

Min._settling -0.0013 -8.198e-05 -0.0014 

Max. _settling 0.0013 7.078e-07 -2.122e-07 

Peak 0.0013 8.098e-05 0.0015 

 

 
Fig. 15 Area(1) frequency deviation of case 2. 
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Fig. 16 Area(2) frequency deviation of case 2. 

 
Fig. 17 Power of tie-line in case 2. 

Case_ 3:  

This consequence involves adding a 5% stepped load to area 

(1) at t = 0 besides abruptly reducing solar irradiation by ΔG 

= +200 W / m2 at t = 10 s step disruption. At the same time, 

there is no change in wind speediness or air temperature. 

Fig. 8 displays the overall system's dynamic reaction. 

Furthermore, it is assumed that the solar radiation increases 

significantly from 600 to 1000 W/m2 at t = 10 s and then 

abruptly decreases from 1000 to 600 W/m2 at t = 15 s 

without any change in wind speed or atmospheric 

temperature (ΔTa = 0, ΔG = ±400 W/m2, and Δvw = 0) in 

order to demonstrate the effective results of the proposed 

HHO-based LFCs. By way of previously indicated, Fig. 

18,19 and 20 shows the signaling deviation signatures under 

abrupt fluctuations. 

D.  Case_ 4:  

In this simulation scenario, as a realistic study, real-site 

estimates of wind velocity, solar irradiation, and average -

temperature are assumed to be typical to Egypt's Zafarana 

farm of wind-turbines (on Red Sea shore 120 kilometers 

southly from Suez). Natural wind level, solar radiation 

coming in, and air temperature data were collected from 

Zafarana. For 4 sequential days, It is worth noting that wind 

speed data are taken every 10 minutes. Nonetheless, data of 

sun radiation and temperature are collected hourly. 

Figures 11a and b show the system's dynamic reactions 

when a +5% load step is applied to area-1 at t = 0s. To 

enhance system variability, area-1 receives ±5% of the 

regular load disturbances depicted which vary every 30 

minutes. Figures 21, 22 and 23 demonstrate the system's 

time-domain reactions to this randomized load adjustment. 

 
Fig. 18 Area(1) frequency deviation of case 3. 

 
Fig. 19 Area(2) deviation for frequency of case 3. 

 
Fig. 20 Power of tie-line in case 3. 

 

Fig. 21 Area-1 deviation for frequency of case 4. 
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Fig. 22 Area-2 deviation for frequency of case 4. 

 
Fig. 23 Power of tie-line in case 4. 

Conclusion 

To enhance the system dynamic response of an isolated two-

are HMG, intelligent and optimal LFCs have been 

proposed. GWO is used to produce the suggested 

controllers' ideal settings. Variability of wind-speed, 

perturbations of load, and daily solar radiation have all been 

identified and taken into account. Obtained simulations 

confirmed that the suggested controllers can reduce the 

frequency deviation signal and tie-line power signal 

deviations when load perturbations occur. The suggested 

optimization methodology's performance and excellent 

accuracy have been confirmed by comparison with GA. 

Additionally, the suggested control strategy can cope well 

with changes in renewable power sources [wind speed as 

well solar radiation]. The importance of the suggested 

intelligent frequency controllers is demonstrated by their 

quick response and reliable simulation results against 

variations in demand and renewable sources. Additionally, 

by comparing with GA, the suggested optimization 

methodology's high accuracy and good performance have 

been confirmed. 
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APPENDIX 

− PV: 200 kW, [Kyocera KC200GT] 

− WTG: GAMESA G52/850, 850 kW, 690 V, 52 
m, 2,124 m2, controlled-pitch; cut-in speed: 
4 m/s, rated  

− speed: 16 m/s, max. speed: 25 m/s, output 
speed of generator: 1900rpm 

− 3 HHO: Iterations = 50, Hawks No. =25 

− GA: population = 20, cross over = 0.85, 
mutation =0.08, and maximum no. of 
iterations = 100 


