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ON A CERTAIN SUBCLASS OF ANALYTIC FUNCTIONS

DEFINED BY DIFFERENTIAL OPERATOR

B.VENKATESWARLU, P.THIRUPATHI REDDY, ADITYA LAGAD AND RAJUKUMAR

INGLE

Abstract. The study of operators plays an essential role in Mathematics,

especially in Geometric Function Theory in Complex Analysis and its related

elds. Many derivative and integral operators can be written in terms of

convolution of certain analytic functions. The class of analytic functions, which

has an essential place in the theory of geometric functions, has been studied

by many researchers before. This topic still maintains its popularity today. In

this work, we introduce and investigate a new subclass of analytic functions

in the open unit disc E with negative coecients. The object of the present

paper is to determine the coecient estimates, extreme points, integral means

inequalities and subordination results for this class.

1. Introduction

Let A denote the class of all functions u(z) of the form

u(z) = z +

∞

n=2

anz
n (1)

in the open unit disc E = z ∈ C : z < 1. Let S be the subclass of A consisting
of univalent functions and satisfy the following usual normalization condition u(0) =
u′(0) − 1 = 0. We denote by S the subclass of A consisting of functions u(z) which are
all univalent in E. A function u ∈ A is a starlike function of the order υ, 0 ≤ υ < 1, if it
satisfy

ℜ

zu′(z)

u(z)


> υ, (z ∈ E). (2)

We denote this class with S∗(υ) .
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A function u ∈ A is a convex function of the order υ, 0 ≤ υ < 1, if it satisfy

ℜ

1 +

zu′′(z)

u′(z)


> υ, (z ∈ E). (3)

We denote this class with K(υ).
Let T denote the class of functions analytic in E that are of the form

u(z) = z −
∞

n=2

anz
n, (an ≥ 0, z ∈ E) (4)

and let T ∗(υ) = T  S∗(υ), C(υ) = T  K(υ). The class T ∗(υ) and allied classes pos-
sess some interesting properties and have been extensively studied by Silverman [12] and
Orhan [9].

Let u be a function in the class A. We dene the following dierential operator intro-
duced by Deniz and Ozkan [3] and others (see [4, 5, 6]).

D0
λu(z) = u(z)

D1
λu(z) = Dλu(z) = λz3u′′′(z) + (2λ+ 1)z2u′′(z) + zu′(z)

D2
λu(z) = Dλ(D

1
λu(z))

.

.

.

Dm
λ u(z) = Dλ(D

m−1
λ u(z)),

where λ ≥ 0 and m ∈ N0 = N  0. If u is given by (1), then from the denition of the
operator Dm

λ u(z), it is to see that

Dm
λ u(z) = z +

∞

n=2

n2m[λ(n− 1) + 1]manz
n. (5)

Many dierential operators studied by various authors can be seen in the literature (
see [1, 2, ?, 13]).
Denote by

Rδ :=
z

(1− z)δ+1
∗ u(z), (δ ∈ N0)

then implies that

Rδu(z) :=
z(zδ−1u(z))δ

δ!
, (δ ∈ N0).

The operator Rδu is called Ruschweyh derivative operator [10]. Noor [8] dened and

investigated an integral operator N δ : A −→ A analogous to Rδu as follows:

Let uδ(z) :=
z

(1−z)δ+1 , δ ∈ N0 and u
(−1)
δ be dened such that

uδ(z) ∗ u(−1)
δ (z) =

z

1− z
.

Then

N δu(z) = u
(−1)
δ (z)∗u(z) =


z

(1− z)δ+1

(−1)

∗u(z) = z+

∞

n=2

Γ(δ + 1)n!

Γ(δ + n)
anz

n := ζ(z). (6)



EJMAA-2025/13(1) ON A CERTAIN SUBCLASS · · · BY DIFFERENTIAL OPERATOR 3

In [7], Kaziltepe et al. dened the following convolution operator:

D0
λu(z) = u(z)

D1
λu(z) = Dλu(z)

= λz3ζ ′′′(z) + (2λ+ 1)z2ζ ′′(z) + zζ ′(z)

= z +

∞

n=2

n2[λ(n− 1) + 1]
Γ(δ + 1)n!

Γ(δ + n)
anz

n

...

Dm
λ u(z) = Dλ(Dm−1

λ u(z)), (m ∈ N).

It can be easly seen that

Dm
λ u(z) = z +

∞

n=2

n2m[λ(n− 1) + 1]
Γ(δ + 1)n!

Γ(δ + n)
anz

n

= z +

∞

n=2

Θ(n,m,λ, δ)anz
n, (7)

where

Θ(n,m,λ, δ) = n2m[λ(n− 1) + 1]
Γ(δ + 1)n!

Γ(δ + n)
, (8)

where m, z ∈ N0 and λ ≥ 0. Now, by making use of the linear operator Dm
λ u(z), we dene

a new subclass of functions belonging to the class A.

Dnition 1.1. For 0 ≤ ℏ < 1, 0 ≤  < 1 and 0 <  < 1, we let TSm
λ (ℏ,, ) be the

subclass of u consisting of functions of the form (4) and its geometrical condition satisfy



ℏ

(Dm

λ u(z))′ − Dm
λ u(z)

z



(Dm
λ u(z))′ + (1− ℏ)D

m
λ

u(z)

z


< , z ∈ E,

where Dm
λ u(z) is given by (7).

2. Coefficient Inequality

In the following theorem, we obtain a necessary and sucient condition for function to
be in the class TSm

λ (ℏ,, ).

Thorm 2.1. Let the function u be dened by (4). Then u ∈ TSm
λ (ℏ,, ) if and only if

∞

n=2

[ℏ(n− 1) + (n + 1− ℏ)]Θ(n,m,λ, δ)an ≤ ( + (1− ℏ)), (9)

where 0 <  < 1, 0 ≤ ℏ < 1 and 0 ≤  < 1. The result (9) is sharp for the function

u(z) = z − ( + (1− ℏ))
[ℏ(n− 1) + (n + 1− ℏ)]Θ(n,m,λ, δ)

zn, n ≥ 2.
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Proof. Suppose that the inequality (9) holds true and z = 1. Then we obtain
ℏ


(Dm

λ u(z))′ − Dm
λ u(z)

z

− 



Dm

λ u(z))′ + (1− ℏ)D
m
λ u(z)

z



=

−ℏ
∞

n=2

(n− 1)Θ(n,m,λ, δ)anz
n−1



− 

 + (1− ℏ)−
∞

n=2

(n + 1− ℏ)Θ(n,m,λ, δ)anz
n−1



≤
∞

n=2

[ℏ(n− 1) + (n + 1− ℏ)]Θ(n,m,λ, δ)an − ( + (1− ℏ))

≤ 0.

Hence, by maximummodulus principle, u ∈ TSm
λ (ℏ,, ). Now assume that u ∈ TSm

λ (ℏ,, )
so that 

ℏ

(Dm

λ u(z))′ − Dm
λ u(z)

z



(Dm
λ u(z))′ + (1− ℏ)D

m
λ

u(z)

z


< , z ∈ E.

Hence,
ℏ


(Dm

λ u(z))′ − Dm
λ u(z)

z

 < 



Dm

λ u(z))′ + (1− ℏ)D
m
λ u(z)

z

 .

Therefore, we get
−

∞

n=2

ℏ(n− 1)Θ(n,m,λ, δ)anz
n−1



< 

 + (1− ℏ)−
∞

n=2

(n + 1− ℏ)Θ(n,m,λ, δ)anz
n−1

 .

Thus,
∞

n=2

[ℏ(n− 1) + (n + 1− ℏ)]Θ(n,m,λ, δ)an ≤ ( + (1− ℏ))

and this completes the proof. □

Corollary 2.0. Let the function u ∈ TSm
λ (ℏ,, ). Then

an ≤ ( + (1− ℏ))
[ℏ(n− 1) + (n + 1− ℏ)]Θ(n,m,λ, δ)

zn, n ≥ 2.

3. Distortion and Covering Theorem

We introduce the growth and distortion theorems for the functions in the class TSm
λ (ℏ,, ).

Thorm 3.2. Let the function u ∈ TSm
λ (ℏ,, ). Then

z − ( + (1− ℏ))
Θ(2,m,λ, δ)[ℏ+ (2 + 1− ℏ)]

z2 ≤ u(z)

≤z+ ( + (1− ℏ))
Θ(2,m,λ, δ)[ℏ+ (2 + 1− ℏ)]

z2.

The result is sharp and attained

u(z) = z − ( + (1− ℏ))
Θ(2,m,λ, δ)[ℏ+ (2 + 1− ℏ)]

z2.
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Proof.

u(z) =
z −

∞

n=2

anz
n

 ≤ z+
∞

n=2

anzn

≤ z+ z2
∞

n=2

an.

By Theorem 2.1, we get

∞

n=2

an ≤ ( + (1− ℏ))
[ℏ+ (2 + 1− ℏ)]Θ(n,m,λ, δ)

. (10)

Thus,

u(z) ≤ z+ ( + (1− ℏ))
Θ(2,m,λ, δ)[ℏ+ (2 + 1− ℏ)]

z2.

Also,

u(z) ≥ z −
∞

n=2

anzn

≥ z − z2
∞

n=2

an

≥ z − ( + (1− ℏ))
Θ(2,m,λ, δ)[ℏ+ (2 + 1− ℏ)]

z2.

□

Thorm 3.3. Let u ∈ TSm
λ (ℏ,, ). Then

1− 2( + (1− ℏ))
Θ(2,m,λ, δ)[ℏ+ (2 + 1− ℏ)]

z ≤ u′(z) ≤ 1 +
2( + (1− ℏ))

Θ(2,m,λ, δ)[ℏ+ (2 + 1− ℏ)]
z

with equality for

u(z) = z − 2( + (1− ℏ))
Θ(2,m,λ, δ)[ℏ+ (2 + 1− ℏ)]

z2.

Proof. Notice that

Θ(2, δ,α,β)[ℏ+ (2 + 1− ℏ)]
∞

n=2

nan

≤
∞

n=2

n[ℏ(n− 1) + (n + 1− ℏ)]Θ(n,m,λ, δ)an

≤( + (1− ℏ)), (11)

from Theorem 2.1. Thus,

u′(z) =
1−

∞

n=2

nanz
n−1



≤ 1 +

∞

n=2

nanzn−1

≤ 1 + z
∞

n=2

nan

≤ 1 + z 2( + (1− ℏ))
Θ(2,m,λ, δ)[ℏ+ (2 + 1− ℏ)]

. (12)
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On the other hand,

u′(z) =
1−

∞

n=2

nanz
n−1



≥ 1−
∞

n=2

nanzn−1

≥ 1− z
∞

n=2

nan

≥ 1− z 2( + (1− ℏ))
Θ(2,m,λ, δ)[ℏ+ (2 + 1− ℏ)]

. (13)

Combining (12) and (13), we get the result. □

4. Radii of Starlikeness, Convexity and Close-to-Convexity

In the following theorems, we obtain the radii of starlikeness, convexity and close-to-
convexity for the class TSm

λ (ℏ,, ).

Thorm 4.4. Let u ∈ TSm
λ (ℏ,, ). Then u is starlike in z < R1 of order , 0 ≤  < 1,

where

R1 = inf
n


(1− )(ℏ(n− 1) + (n + 1− ℏ))Θ(n,m,λ, δ)

(n− )( + (1− ℏ))

 1
n−1

, n ≥ 2. (14)

Proof. u is starlike of order , 0 ≤  < 1 if

ℜ

zu′(z)

u(z)


> .

Thus, it is enough to show that


zu′(z)

u(z)
− 1

 =



−
∞

n=2

(n− 1)anz
n−1

1−
∞

n=2

anzn−1


≤

∞
n=2

(n− 1)anzn−1

1−
∞

n=2

anzn−1

.

Thus,

zu′(z)

u(z)
− 1

 ≤ 1−  if

∞

n=2

(n− )

(1− )
anzn−1 ≤ 1. (15)

Hence, by Theorem 2.1, (15) will be true if

n− 

1− 
zn−1 ≤ (ℏ(n− 1) + (n + 1− ℏ))Θ(n,m,λ, δ)

( + (1− ℏ)

or if

z ≤

(1− )(ℏ(n− 1) + (n + 1− ℏ))Θ(n,m,λ, δ)

(n− )( + (1− ℏ))

 1
n−1

, n ≥ 2. (16)

The theorem follows easily from (16). □

Thorm 4.5. Let u ∈ TSm
λ (ℏ,, ). Then u is convex in z < R2 of order , 0 ≤  < 1,

where

R2 = inf
n


(1− )(ℏ(n− 1) + (n + 1− ℏ))Θ(n,m,λ, δ)

n(n− )( + (1− ℏ))

 1
n−1

, n ≥ 2. (17)
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Proof. u is convex of order , 0 ≤  < 1 if

ℜ

1 +

zu′′(z)

u′(z)


> .

Thus, it is enough to show that


zu′′(z)

u′(z)

 =



−
∞

n=2

n(n− 1)anz
n−1

1−
∞

n=2

nanzn−1


≤

∞
n=2

n(n− 1)anzn−1

1−
∞

n=2

nanzn−1

.

Thus,

zu′′(z)

u′(z)

 ≤ 1−  if

∞

n=2

n(n− )

(1− )
anzn−1 ≤ 1. (18)

Hence, by Theorem 2.1, (18) will be true if

n(n− )

1− 
zn−1 ≤ (ℏ(n− 1) + (n + 1− ℏ))Θ(n,m,λ, δ)

( + (1− ℏ)

or if

z ≤

(1− )(ℏ(n− 1) + (n + 1− ℏ))Θ(n,m,λ, δ)

n(n− )( + (1− ℏ))

 1
n−1

, n ≥ 2. (19)

The theorem follows easily from (19). □

Thorm 4.6. Let u ∈ TSm
λ (ℏ,, ). Then u is close-to-convex in z < R3 of order

, 0 ≤  < 1, where

R3 = inf
n


(1− )(ℏ(n− 1) + (n + 1− ℏ))Θ(n,m,λ, δ)

n( + (1− ℏ))

 1
n−1

, n ≥ 2. (20)

Proof. u is close-to-convex of order , 0 ≤  < 1 if

ℜ

u′(z)


> .

Thus, it is enough to show that

u′(z)− 1 =
−

∞

n=2

nanz
n−1

 ≤
∞

n=2

nanzn−1.

Thus,

u′(z)− 1 ≤ 1−  if

∞

n=2

n

(1− )
anzn−1 ≤ 1. (21)

Hence, by Theorem 2.1, (21) will be true if

n

1− 
zn−1 ≤ (ℏ(n− 1) + (n + 1− ℏ))Θ(n,m,λ, δ)

( + (1− ℏ)

or if

z ≤

(1− )(ℏ(n− 1) + (n + 1− ℏ))Θ(n,m,λ, δ)

n( + (1− ℏ))

 1
n−1

, n ≥ 2. (22)

The theorem follows easily from (22). □
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5. Extreme Points

In the following theorem, we obtain extreme points for the class TSm
λ (ℏ,, ).

Thorm 5.7. Let u1(z) = z and

un(z) = z − ( + (1− ℏ))
[ℏ(n− 1) + (n + 1− ℏ)]Θ(n,m,λ, δ)

zn, for n = 2, 3, · · · .

Then u ∈ TSm
λ (ℏ,, ) if and only if it can be expressed in the form

u(z) =

∞

n=1

θnun(z), where θn ≥ 0 and

∞

n=1

θn = 1.

Proof. Assume that u(z) =
∞

n=1

θnun(z), hence, we get

u(z) = z −
∞

n=2

( + (1− ℏ))θn
[ℏ(n− 1) + (n + 1− ℏ)]Θ(n,m,λ, δ)

zn.

Now, u ∈ TSm
λ (ℏ,, ), since

∞

n=2

[ℏ(n− 1) + (n + 1− ℏ)]Θ(n,m,λ, δ)

( + (1− ℏ))

× ( + (1− ℏ))θn
[ℏ(n− 1) + (n + 1− ℏ)]Θ(n,m,λ, δ)

=

∞

n=2

θn = 1− θ1 ≤ 1.

Conversely, suppose u ∈ TSm
λ (ℏ,, ). Then we show that u can be written in the form

∞
n=1

θnun(z).

Now u ∈ TSm
λ (ℏ,, ) implies from Theorem 2.1

an ≤ ( + (1− ℏ))
[ℏ(n− 1) + (n + 1− ℏ)]Θ(n,m,λ, δ)

.

Setting θn = [ℏ(n−1)+(n+1−ℏ)]Θ(n,m,λ,δ)
(+(1−ℏ)) an, n = 2, 3, · · ·

and θ1 = 1−
∞

n=2

θn, we obtain u(z) =
∞

n=1

θnun(z). □

6. Hadamard product

In the following theorem, we obtain the convolution result for functions belongs to the
class TSm

λ (ℏ,, ).

Thorm 6.8. Let u, g ∈ TS(ℏ,, ,ϑ). Then u ∗ g ∈ TS(ℏ,, ζ,ϑ) for

u(z) = z −
∞

n=2

anz
n, g(z) = z −

∞

n=2

bnz
n and (u ∗ g)(z) = z −

∞

n=2

anbnz
n,

where

ζ ≥ 2( + (1− ℏ))ℏ(n− 1)

[ℏ(n− 1) + (n + 1− ℏ)]2Θ(n,m,λ, δ)− 2( + (1− ℏ))(n + 1− ℏ)
.

Proof. u ∈ TSm
λ (ℏ,, ) and so

∞

n=2

[ℏ(n− 1) + (n + 1− ℏ)]Θ(n,m,λ, δ)

( + (1− ℏ))
an ≤ 1 (23)
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and
∞

n=2

[ℏ(n− 1) + (n + 1− ℏ)]Θ(n,m,λ, δ)

( + (1− ℏ))
bn ≤ 1. (24)

We have to nd the smallest number ζ such that
∞

n=2

[ℏ(n− 1) + ζ(n + 1− ℏ)]Θ(n,m,λ, δ)

ζ( + (1− ℏ))
anbn ≤ 1. (25)

By Cauchy-Schwarz inequality
∞

n=2

[ℏ(n− 1) + (n + 1− ℏ)]Θ(n,m,λ, δ)

( + (1− ℏ))
√
anbn ≤ 1. (26)

Therefore, it is enough to show that

[ℏ(n− 1) + ζ(n + 1− ℏ)]Θ(n,m,λ, δ)

ζ( + (1− ℏ))
anbn

≤ [ℏ(n− 1) + (n + 1− ℏ)]Θ(n,m,λ, δ)

( + (1− ℏ))
√
anbn.

That is √
anbn ≤ [ℏ(n− 1) + (n + 1− ℏ)]ζ

[ℏ(n− 1) + ζ(n + 1− ℏ)]
. (27)

From (26),
√
anbn ≤ ( + (1− ℏ))

[ℏ(n− 1) + (n + 1− ℏ)]Θ(n,m,λ, δ)
.

Thus, it is enough to show that

( + (1− ℏ))
[ℏ(n− 1) + (n + 1− ℏ)]Θ(n,m,λ, δ)

≤ [ℏ(n− 1) + (n + 1− ℏ)]ζ
[ℏ(n− 1) + ζ(n + 1− ℏ)]

which simplies to

ζ ≥ 2( + (1− ℏ))ℏ(n− 1)

[ℏ(n− 1) + (n + 1− ℏ)]2Θ(n,m,λ, δ)− 2( + (1− ℏ))(n + 1− ℏ)
.

□

7. Closure Theorems

We shall prove the following closure theorems for the class TSm
λ (ℏ,, ).

Thorm 7.9. Let uj ∈ TSm
λ (ℏ,, ), j = 1, 2, . . . , s. Then

g(z) =

s

j=1

cjuj(z) ∈ TSm
λ (ℏ,, ).

For uj(z) = z −
∞

n=2

an,jz
n, where

s
j=1

cj = 1.

Proof.

g(z) =

s

j=1

cjuj(z)

= z −
∞

n=2

s

j=1

cjan,jz
n

= z −
∞

n=2

enz
n,
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where en =
s

j=1

cjan,j . Thus, g(z) ∈ TSm
λ (ℏ,, ) if

∞

n=2

[ℏ(n− 1) + (n + 1− ℏ)]Θ(n,m,λ, δ)

( + (1− ℏ))
en ≤ 1

that is, if

∞

n=2

s

j=1

[ℏ(n− 1) + (n + 1− ℏ)]Θ(n,m,λ, δ)

( + (1− ℏ))
cjan,j

=

s

j=1

cj

∞

n=2

[ℏ(n− 1) + (n + 1− ℏ)]Θ(n,m,λ, δ)

( + (1− ℏ))
an,j

≤
s

j=1

cj = 1.

□

Thorm 7.10. Let u, g ∈ TSm
λ (ℏ,, ). Then

h(z) = z −
∞

n=2

(a2
n + b2n)z

n ∈ TSm
λ (ℏ,, ), where

ζ ≥ 2ℏ(n− 1)2( + (1− ℏ))
[ℏ(n− 1) + (n + 1− ℏ)]2Θ(n,m,λ, δ)− 22( + (1− ℏ))(n + 1− ℏ)

.

Proof. Since u, g ∈ TSm
λ (ℏ,, ), so Theorem 2.1 yields

∞

n=2


(ℏ(n− 1) + (n + 1− ℏ))Θ(n,m,λ, δ)

( + (1− ℏ))
an

2

≤ 1

and
∞

n=2


(ℏ(n− 1) + (n + 1− ℏ))Θ(n,m,λ, δ)

( + (1− ℏ))
bn

2

≤ 1.

We obtain from the last two inequalities

∞

n=2

1

2


(ℏ(n− 1) + (n + 1− ℏ))Θ(n,m,λ, δ)

( + (1− ℏ))

2

(a2
n + b2n) ≤ 1. (28)

But h(z) ∈ TS(ℏ,, ζ, q,m), if and only if

∞

n=2

[ℏ(n− 1) + ζ(n + 1− ℏ)]Θ(n,m,λ, δ)

ζ( + (1− ℏ))
(a2

n + b2n) ≤ 1, (29)

where 0 < ζ < 1, however (28) implies (29) if

[ℏ(n− 1) + ζ(n + 1− ℏ)]Θ(n,m,λ, δ)

ζ( + (1− ℏ))

≤1

2


(ℏ(n− 1) + (n + 1− ℏ))Θ(n,m,λ, δ)

( + (1− ℏ))

2

.

Simplifying, we get

ζ ≥ 2ℏ(n− 1)2( + (1− ℏ))
[ℏ(n− 1) + (n + 1− ℏ)]2Θ(n,m,λ, δ)− 22( + (1− ℏ))(n + 1− ℏ)

.

□
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