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 Spam detection or anti-spam techniques are methods to identify and filter out unwanted, 

unsolicited, or malicious emails, commonly known as spam. These techniques aim to enhance 

email security, reduce the risk of phishing attacks, and improve the overall user experience. The 

prediction of spam emails falls under the broader email filtering or classification category. 

Specifically, it is a part of the field of machine learning and data mining, where techniques are 

employed to automatically categorize emails into different classes, such as "spam" or "non-

spam" (ham). This process involves using various algorithms and features to analyze emails' 

content, structure, and metadata to determine whether they will likely be spam or legitimate 

messages. Our objective is to use Machine Learning to predict and identify simplistically whether 

the Email is Spam Or Not. It was concluded and considered that the two datasets we can use 

have many Machine Learning algorithms. The proposed algorithms were tested: k-nearest 

Neighbor, Gradient Boosting, Random Forest, Naïve Bayes, Decision Tree, and Logistic 

Regression. After rigorous testing, the only algorithm, Gradiant boosting, stayed dominant in 

most of the testing, achieving accuracies of 98.5%; also, the other dataset with the best algorithm 

was Gradiant boosting, which scored the highest accuracy in all the testing, which was 98.6%. 

As shown in this paper, Machine Learning algorithms, such as supervised or unsupervised 

models, are trained on datasets containing examples of both spam and legitimate emails. These 

models then use the learned patterns to classify incoming emails. Can adapt to new spam patterns, 

effectively handling complex relationships in data. 
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1. Introduction 

Email spamming refers to the act of distributing unsolicited messagess emails of the opposite nature are 

known as ham, or useful emails The word "spam" came into existence from "Shoulder Pork HAM", a 

canned precooked meat marketed in 19371 [1]. 

 Machine Learning is one of the most important and valuable applications of artificial intelligence (AI), 

The primary purpose of machine learning algorithms is to build automated tools to access and use the data 

for training[2].  

we considered 4 parts in the email's structure that can be used for intelligent analysis: (A) Headers 

Provide Routing Information, contain mail transfer agents (MTA) that provide information like email and 

IP address of each sender and recipient of where the email originated and what stopovers, and final 

destination. (B) The SMTP Envelope, containing mail exchangers' identification, originating source and 

destination domains\users. (C) First part of SMTP Data, containing information like from, to, date, subject 

appearing in most email clients (D) Second part of SMTP Data, containing email body including text 

content, and attachment. Based on the number the relevance of an emerging intelligent method, papers 
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representing each method were identified, read, and summarized. Insightful findings, challenges and 

research problems are disclosed in this paper. 

 

 This comprehensive survey paves the way for future research endeavors addressing theoretical and 

empirical aspects related to intelligent spam email detection [3]. Machine learning facilitates the processing 

of vast quantities of data. It typically provides faster and more accurate results to detect spam or ham emails 

by using datasets with several algorithms(k-nearest Neighbor, Gradient Boosting, Random Forest, Naïve 

Bayes, Decision Tree, and Logistic Regression) [2]. 

Reported that in 2019, the first quarter, the threats caused by unsolicited emails used 55.97% of traffic, 

which is 0.07% more than the percentage in the 2018 fourth quarter. Spamming email messages is 

increasing by sending spoofing, phishing, and junk emails by 60%‐70%[4]. 

The Main Contribution of this paper can be summarized as follows: Implementing an Efficient Spam 

Email detection program based on Machine Learning and Deep Learning models. 

The two Datasets implemented in this paper Contain About 10 algorithms. In the process of using these 

algorithms, Cross-Validation with a number of folds =10 was used, and the two datasets were split into two 

partitions: 70% for training and 30% for testing. 

 

The remaining sections in this paper are ordered as the following; related work is discussed in the Third 

section. Moreover, The forth section clarifies the proposed methodology of the research; it consists of 

dataset description and used algorithms. The results of the proposed algorithms can be found in the fifth 

section and their analysis. The conclusion is located in the sixth section. An acknowledgement towards all 

the supporting figures of this research is present in the seventh section.  
 

3. Related Work 

Spam emails detection problem has already drawn researchers' attention. Several significant works to 

detect spam emails have been proposed. In this section; prior related works that focus on the spam 

classification using ML and deep learning techniques are discussed .  

In [5]  aims to propose a machine learning based hybrid bagging approach by implementing the two 

machine learning algorithms: Naïve Bayes and J48 (decision tree) for the spam email detection. In this 

process, dataset is divided into different sets and given as input to each algorithm. Total three experiments 

are performed and the results obtained are compared in terms of precision, recall, accuracy, f-measure, true 

negative rate, false positive rate and false negative rate. The two experiments are performed using individual 

Naïve Bayes & J48 algorithms. Third experiment is the proposed SMD system implemented using hybrid 

bagged approach. The overall accuracy of 87.5% achieved by the hybrid bagged approach based SMD 

system.  

In [6] getting its pace as a medium for communications used in social media platforms, websites, and 

emails. Spam emails are inappropriate and unwanted messages usually sent to breach security. The proposed 

study utilizes the existing machine learning algorithms including Naive Bayes, CNN, SVM, and LSTM to 

detect and categorize email content. Spam can be sent from anywhere on the planet from users having 

deceptive intentions that has access to the Internet. we gathered dataset from online available resources such 

as "kaggle" and "UCI repository" and then converted it into Urdu using Google Trans Ajax 

API in CSV format.  

In [7] authores find that machine Learning Methods for Spam Email Classification" provides a 

comprehensive review of various machine learning algorithms used for spam email classification. The 

increasing volume of spam emails has necessitated the development of reliable anti-spam filters, and 

machine learning techniques have proven to be highly successful in automatically filtering spam emails. 

The paper discusses popular machine learning methods such as Bayesian classification, k-NN, ANNs, 

SVMs, Artificial immune system, and Rough sets. These algorithms are evaluated and compared based on 

their performance using the Spam Assassin spam corpus. 
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In [8] authors find that email faces challenges like spam, phishing, and malware-infected messages. 

Spam, the most prevalent, involves sending similar unwanted emails to numerous users, often containing 

invalid data or deceptive links. The percentage of spam in email traffic reached an alarming 70.17%, with 

an increase in malicious attachments. Detecting spam involves various techniques, including classification 

algorithms like Naïve Bayes and Decision Trees, distinguishing legitimate from spam emails using collected 

dataset features..  

In [9] The authors study introduces a pre-trained transformer model called BERT, which uses attention 

layers to detect spam emails from non-spam ones.The model achieves a 98.67% accuracy rate and 98.66% 

F1 score when compared to a baseline DNN model and classic classifiers like k-NN and NB.Natural 

language processing enhances the model's accuracy, and the model's persistence and robustness are tested 

against unseen data.Online communication, particularly through email, has become a crucial part of daily 

life.the rise of spam emails, unsolicited advertising, has led to the need for automatic spam detection.This 

technology not only improves user experience but also protects machines from potential damage and saves 

network resources. 

In [10] author internet's widespread adoption introduced email as a primary mode of communication, 

but it also brought forth security challenges, notably the issue of spam – unsolicited, bulk messages 

exploiting the vulnerabilities of email systems. Spamming poses threats due to the ease with which senders 

can falsify identities, leading to widespread fraud and personal information theft. While various solutions 

like spam filters and anti-spam software have been developed, the persistent. 

 

4. Methodology  

4.1 Dataset description 

Here, we demonstrate how we will predict and identify if there are spam emails or not through machine 

learning. We used Two datasets with several Algorithms. 

The first and second dataset consists of 10 features. The dataset was split into two partitions: 70% for 

training and 30% for testing. A detailed description of the features can be found below: 

TABLE 1 

Description of Spam Emails  

Features Type Value 

word_freq_make Numerical from 0 to 4.54 

word_freq_address Numerical from 0 to 14.3 

word_freq_all Numerical from 0 to 5.1 

word_freq_3d Numerical from 0 to 42.8 

word_freq_our Numerical from 0 to 10 

word_freq_over Numerical from 0 to 5.88 

word_freq_remove Numerical 0 to 7.27 

word_freq_internet Numerical 0 to 11.1 

word_freq_order Numerical 0 to 5.26 

word_freq_mail Numerical 0 to 18.2 

word_freq_receive Numerical 0 to 2.61 

word_freq_will Numerical 0 to 9.67 

word_freq_people Numerical 0 to 5.55 

word_freq_report Numerical 0 to 10 

word_freq_addresses Numerical 0 to 4.41 

word_freq_free Numerical 0 to 20 

word_freq_business Numerical 0 to 7.14 

word_freq_email Numerical 0 to 9.09 

word_freq_you Numerical 0 to 18.8 

word_freq_credit Numerical 0 to 18.2 

word_freq_your Numerical 0 to 11.1 
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word_freq_font Numerical 0 to 17.1 

word_freq_000 Numerical 0 to 5.45 

word_freq_money Numerical 0 to 12.5 

word_freq_hp Numerical 0 to 20.8 

word_freq_hpl Numerical 0 to 16.7 

word_freq_george Numerical 0 to 33.3 

word_freq_650 Numerical 0 to 9.09 

word_freq_lab Numerical 0 to 14.3 

word_freq_labs Numerical 0 to 5.88 

word_freq_telnet Numerical 0 to 12.5 

word_freq_857 Numerical 0 to 4.76 

word_freq_data word Numerical 0 to 18.2 

_freq_415 Numerical 0 to 4.76 

word_freq_85 Numerical 0 to 20 

word_freq_technology Numerical 0 to 7.69 

word_freq_1999 Numerical 0 to 6.89 

word_freq_parts Numerical 0 to 8.33 

word_freq_pm Numerical 0 to 11.1 

word_freq_direct Numerical 0 to 4.76 

word_freq_cs Numerical 0 to 7 

word_freq_meeting Numerical 0 to 14.3 

word_freq_original Numerical 0 to 3.57 

word_freq_project Numerical 0 to 20 

word_freq_re Numerical 0 to 21.4 

word_freq_edu Numerical 0 to 22.1 

word_freq_table Numerical 0 to 2.17 

word_freq_conference Numerical 0 to 10 

char_freq_; Numerical 0 to 4.38 

char_freq_( Numerical 0 to 9.75 

char_freq_[ Numerical 0 to 4.08 

char_freq_! Numerical 0 to 32.5 

char_freq_$ Numerical 0 to 6 

char_freq_hash Numerical 0 to 19.8 

capital_run_length_average Numerical 1 to 1.1K 

capital_run_length_longest Numerical 1 to 9989 

capital_run_length_total Numerical 1 to 15.8K 

Spam classfication 0 or 1 



Diaa Salama et al.                                                                     Journal of Computing and Communication Vol.4, No.1, PP. 43-54, 2025 

 

47 
 

TABLE 2 

Description of Spam Mails Classification 

Features Type Value 

word_freq_make Numerical from 0 to 4.54 

word_freq_address Numerical from 0 to 14.3 

word_freq_all Numerical from 0 to 5.1 

word_freq_3d Numerical from 0 to 42.8 

word_freq_our Numerical from 0 to 10 

word_freq_over Numerical from 0 to 5.88 

word_freq_remove Numerical 0 to 7.27 

word_freq_internet Numerical 0 to 11.1 

word_freq_order Numerical 0 to 5.26 

word_freq_mail Numerical 0 to 18.2 

word_freq_receive Numerical 0 to 2.61 

word_freq_will Numerical 0 to 9.67 

word_freq_people Numerical 0 to 5.55 

word_freq_report Numerical 0 to 10 

word_freq_addresses Numerical 0 to 4.41 

word_freq_free Numerical 0 to 20 

word_freq_business Numerical 0 to 7.14 

word_freq_email Numerical 0 to 9.09 

word_freq_you Numerical 0 to 18.8 

word_freq_credit Numerical 0 to 18.2 

word_freq_your Numerical 0 to 11.1 

word_freq_font Numerical 0 to 17.1 

word_freq_000 Numerical 0 to 5.45 

word_freq_money Numerical 0 to 12.5 

word_freq_hp Numerical 0 to 20.8 

word_freq_hpl Numerical 0 to 16.7 

word_freq_george Numerical 0 to 33.3 

word_freq_650 Numerical 0 to 9.09 

word_freq_lab Numerical 0 to 14.3 

word_freq_labs Numerical 0 to 5.88 

word_freq_telnet Numerical 0 to 12.5 

word_freq_857 Numerical 0 to 4.76 

word_freq_data word Numerical 0 to 18.2 

_freq_415 Numerical 0 to 4.76 

word_freq_85 Numerical 0 to 20 

word_freq_technology Numerical 0 to 7.69 

word_freq_1999 Numerical 0 to 6.89 

word_freq_parts Numerical 0 to 8.33 

word_freq_pm Numerical 0 to 11.1 

word_freq_direct Numerical 0 to 4.76 

word_freq_cs Numerical 0 to 7 

word_freq_meeting Numerical 0 to 14.3 

word_freq_original Numerical 0 to 3.57 

word_freq_project Numerical 0 to 20 

word_freq_re Numerical 0 to 21.4 

word_freq_edu Numerical 0 to 22.1 

word_freq_table Numerical 0 to 2.17 

word_freq_conference Numerical 0 to 10 
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4.2 About Algorithms 

      

1-Gradient Bposting 

Gradient boosting is a machine learning technique that operates within a functional space based on 

boosting; unlike traditional boosting, which focuses on residuals, gradient boosting centers around pseudo-

residuals. This method generates a prediction model comprising an ensemble of weak prediction models, 

commonly simple decision trees, that have minimal assumptions about the data. 

 

2-Random Forest 

It can manage datasets that include continuous variables, seen in regression scenarios, and categorical 

variables encountered in classification scenarios. Random Forest excels in both classification and regression 

tasks. In this tutorial, we will delve into the mechanics of Random Forest and apply it to a classification 

assignment. 

 

 

 

 

 

 

 

 

 

 
Fig1. Random Forest Algorithm 

 

3-Neural Network 

A sequence of algorithms designed to identify inherent patterns within a dataset by emulating the 

processes of the human brain. Neural networks, in this context, denote configurations of neurons, which 

can be either organic or artificial. 

char_freq_; Numerical 0 to 4.38 

char_freq_( Numerical 0 to 9.75 

char_freq_[ Numerical 0 to 4.08 

char_freq_! Numerical 0 to 32.5 

char_freq_$ Numerical 0 to 6 

char_freq_hash Numerical 0 to 19.8 

capital_run_length_average Numerical 1 to 1.1K 

capital_run_length_longest Numerical 1 to 9989 

capital_run_length_total Numerical 1 to 15.8K 

Spam classfication 0 or 1 



Diaa Salama et al.                                                                     Journal of Computing and Communication Vol.4, No.1, PP. 43-54, 2025 

 

49 
 

 

 

 

 

 

 

 

 

 

 

 
 

Fig2. Neural Network Algorithm 

 

4-AdaBoost 

Short for adaptive boosting, it is a versatile ensemble machine learning algorithm applicable to diverse 

classification and regression tasks. It operates as a supervised learning method, classifying data by 

amalgamating multiple weak or base learners (such as decision trees) into a robust learner. 

 

𝑃(𝑐|𝑥) =
𝑃(𝑥|𝑐)𝑃(𝑐)

𝑃(𝑥)
 

 

 

5-Naive Bayes 

The Naive Bayes classifier is a supervised machine learning technique based on Bayes' Theorem, 

assuming independence among predictors. It is commonly used for tasks like text classification and is part 

of the generative learning algorithm family. Its key advantage is its conditional independence assumption, 

enabling quick and accurate predictions.  

 

6- Stochastic Gradient Descent (SGD) is an iterative method for optimizing an objective function with 

suitable smoothness properties. It can be regarded as a stochastic approximation of gradient descent 

optimization since it replaces the actual gradient with an estimate calculated from a randomly selected 

subset of the data. 

 

7-Tree: In computer science, a tree is a widely used abstract data type representing a hierarchical tree 

structure with a set of connected nodes. Each node in the tree can be connected to many children but must 

be connected to exactly one parent, except for the root node, which has no parent. 

 

8-k-Nearest Neighbors (kNN): The kNN algorithm is a robust and intuitive machine learning method to 

tackle classification and regression problems. By capitalizing on similarity, kNN predicts the label or value 

of a new data point by considering its K closest neighbors in the training dataset. 

9-Support Vector Machine (SVM): SVM is a supervised learning algorithm for classification and 

regression. Its main objective is to find the optimal hyperplane in an N-dimensional space that can separate 

the data points in different classes in the feature space. 

 

10-Constant Time Algorithm: An algorithm is said to run in constant time if it requires the same amount 

of time regardless of the input size. For example, accessing any single element in an array takes continuous 

time as only one operation has to be performed to locate it. 

https://www.geeksforgeeks.org/introduction-to-tree-data-structure-and-algorithm-tutorials/
https://www.geeksforgeeks.org/introduction-to-tree-data-structure-and-algorithm-tutorials/
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4.3 Performance matrix 

1- F1 Score: The F1 score measures a model's accuracy that considers both precision and recall, where 

the goal is to classify instances correctly as positive or negative. Precision measures how many predicted 

positive cases were actually positive, while recall measures how many actual positive instances were 

correctly predicted. A high precision score means the model has a low rate of false positives, while a high 

recall score means the model has a low rate of false negatives. 

Mathematically speaking, the F1 score is a weighted harmonic mean of precision and recall. It ranges 

from 0 to 1, with 1 being the best possible score. The formula for the F1 score is: 

F1 = 2 * (precision * recall) / (precision + recall) 

 

𝐹𝑏𝑒𝑡𝑎 = (1 + 𝛽2)
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑟𝑒𝑐𝑎𝑙𝑙

𝛽2 ∗ 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑟𝑒𝑐𝑎𝑙𝑙
 

 

 

2- The harmonic mean gives more weight to low values. This means that if either precision or recall is 

low, the F1 score will also be low, even if the other value is high. For example, if a model has high precision 

but low recall, it will have a low F1 score because it is not correctly identifying all of the positive instances. 

 

3- Accuracy is an ML metric that measures the proportion of correct predictions made by a model over 

the total number of predictions made. It is one of the most widely used metrics to evaluate the performance 

of a classification model. 

Accuracy can be calculated using the following formula: 

Accuracy = (number of correct predictions) / (total number of predictions) 

 

𝐴𝐶𝐶 =
𝑇𝑝 + 𝑇𝑛

𝑇𝑝 + 𝐹𝑝 + 𝑇𝑛 + 𝐹𝑛
 

 

4.4 Confusion Matrix  

An N x N matrix is used for evaluating a classification model's performance, where N is the total number 

of target classes. The matrix compares the actual target values with those the machine learning model 

predicted. This gives us a holistic view of how well our classification model performs and what kinds of 

errors it makes. 

For a binary classification problem, we would have a 2 x 2 matrix, as shown below, with 4 values: 

 

 

 

 

 

 

 

 
Fig 3. Show Confusion Matrix 

5. Results  

Talking about results here, the results will be shown related to the two data sets we have 

 

First Dataset 
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We used the following algorithms in the first table: Gradient Boosting, Random Forest, Neutral 

Network, AdaBoost, Naive Bayes, Stochastic Gradient Descent, Tree, kNN, SVM, and Constant. Data 

Shown by charts in (Figure 1) presents the difference in (AUC, CA, F1, and MCC)  

Gradient Boosting and Random Forest have the top Accuracy (0.985 and 0.984), respectively. Gradient 

Boosting And Random Forest algorithms were the best Algorithms for Predicting spam emails; radiant 

Boosting and Neural networks share the same CA(Cluster Analysis), which is 0.946; here, we divide the 

data into similar groups with similar features to maximize the heterogeneity between clusters (groups) and 

the similarities between in-cluster samples. 

Table 3 

Cross Validation With Number of folds-10 

 

 
Fig4. First dataset performance chart with 10 k-fold 

 

Second  Dataset 

Tree and Stochastic Gradient Descent models perform well with AUCs of 0.921 and 0.919, respectively. 

Random Forest and Neural Network models excel with high AUCs of 0.983 and 0.982 respectively, 

indicating strong predictive abilities. Naive Bayes has a decent AUC of 0.960, but it's lower than Random 

Forest and Neural Network. Logistic Regression and AdaBoost models perform well with AUCs of 

0.972 and 0.968, respectively, and balanced precision and recall values. kNN (k-Nearest 

Neighbors) shows suboptimal performance with lower AUC and other metrics than the different models. 

The gradient Boosting model performs exceptionally well with a high AUC of 0.985, similar to Random 

Forest and Neural Networks. The Constant model, possibly a baseline model, has a low AUC of 0.499, 

indicating it's not learning anything useful. [11-12] 

Table 4 

Cross Validation With Number of folds-10 

0
0.2
0.4
0.6
0.8

1
1.2

Fig. 4. First dataset performance chart with data split

AUC

CA

F1

MCC

Model AUC CA F1 PRICE RECALL MCC 

Gradient Boosting 0.985 0.946 0.946 0.946 0.946 0.886 

Random Forest 0.984 0.949 0.949 0.949 0.949 0.894 

Neural Network 0.982 0.946 0.946 0.946 0.946 0.887 

AdaBoost 0.968 0.941 0.941 0.941 0.941 0.876 

Naive Bayes 0.960 0.892 0.892 0.892 0.892 0.773 

Stochastic Gradient Descent 0.920 0.925 0.925 0.925 0.925 0.843 

Tree 0.921 0.927 0.927 0.927 0.927 0.847 

kNN 0.873 0.810 0.809 0.809 0.810 0.600 

SVM 0.689 0.606 0.607 0.657 0.606 0.260 

Constant 0.499 0.606 0.457 0.367 0.606 0.000 
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Fig5. Second dataset performance chart with 10 k-fold 

 

 

5.1 Confusion matrix 

TABLE 2: Confusion Matrix 

              CONSTANT                                                                              KNN 

 

                   ADA Boost                                                                      Gradient Boosting 

0

0.2

0.4

0.6

0.8

1

1.2

TREE Stochastic
Gradient
Descent

Random
forest

Neural
Network

Naive
Bayes

Logistic
Regression

kNN Gradient
Boosting

Constant AdaBoost

Fig. 5. Second dataset performance chart with data split

AUC CA F1 PREC RECALL MCC

Model AUC CA F1 PRICE RECALL MCC 

TREE 0.921 0.927 0.927 0.927 0.927 0.847 

Stochastic Gradient Descent 0.919 0.925 0.925 0.925 0.925 0.843 

Random forest 0.983 0.945 0.945 0.945 0.945 0.885 

Neural Network 0.982 0.946 0.946 0.946 0.946 0.887 

Naive Bayes 0.960 0.892 0.892 0.892 0.892 0.773 

Logistic Regression 0.972 0.928 0.928 0.928 0.928 0.848 

CNN 0.873 0.810 0.809 0.809 0.810 0.600 

Gradient Boosting 0.985 0.946 0.946 0.946 0.946 0.886 

Constant 0.499 0.606 0.457 0.367 0.606 0.000 

AdaBoost 0.968 0.941 0.941 0.941 0.941 0.876 
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                     LOGISTICS                                                                 NAÏVE BAYES 

              

 

Random Forest                                                                 Neural Network 

 
 

 

 

TREE                   SGD 

                                                 

6. Conclusion 

This paper proposes a method for detecting and predicting the spam emails that Phone users receive. We 

proposed a machine learning sequence method that helps us to predict those spammed emails. We used 

Orange, an open-source data visualization and machine learning tool known for its user-friendly interface 

and versatility. In orange, we used algorithms that helped us in prediction processes and facilitate it, which 

are(k-nearest Neighbor, Gradient Boosting, Random Forest, Naïve Bayes, Decision Tree, Logistic 

Regression, Stochastic Gradient Descent, Adaboost, Support Vector Machine, Constant Time Algorithm). 

the only algorithm Gradient boosting stayed dominant in most of the testing achieving accuracies of 98.5%, 
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also the other dataset the best algorithm was Gradiant boosting which scored the highest accuracy in all the 

testing which was 98.6%. The importance of email spam detection has grown in recent years due to the rise 

in spam emails and the ever-increasing issues that come with it. Differentiating spam emails from required 

ones is a crucial task. 
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