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Abstract—Free Space Optical (FSO) communication is an optical 

communications technology that uses unguided light propagation 

in free space. Comparing with other wireless network systems, 

FSO links have high bandwidth, free licensed frequencies, high 

security, and low transmitted power. Nevertheless, FSO wireless 

channel suffers from different atmospheric attenuation factors. 

In this paper, Free Space Optical Channel Classification (FSO-

CC) approach is presented to predict the suitability of FSO link. 

The FSO-CC uses machine learning classifiers to predict the FSO 

channel status. The classifiers decision depends on the 

satisfaction of the FSO communication performance such as the 

minimum received signal to noise ratio, and the transmitter 

capabilities such as the maximum transmitted power. The 

features inputs of the proposed classifiers are the distance 

between the FSO transmitter and receiver nodes, and the current 

weather conditions. The label output of the proposed classifiers is 

the channel suitability class. The simulation environment of the 

proposed FSO-CC scheme is implemented using a real dataset of 

weather conditions, and actually FSO location nodes. The 

simulation results show that the proposed FSO-CC efficiently 

estimates the suitability of FSO wireless channel to use FSO 

communication or other kinds of communication systems, 

according to the current weather conditions and distance 

between the FSO transmitter and receiver nodes. Furthermore, 

the decision-making feature in the proposed FSO-CC are 

dynamically controlled. Compared with logistic regression, 

decision tree, and random forest classifiers, the support vector 

machine classifier gives better performance in terms of 

prediction errors, F1 score, precision score, accuracy, score, and 

recall score. 
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I. INTRODUCTION 

FIXED microwave links have been used to carry the 

data, video conferencing, real time streaming and 

Internet traffic. However, the microwave frequencies 

may not be enough to cope with the constantly increased 

demands of frequencies and Internet access speeds. 

Furthermore, the radio spectrum is very crowded, and 

countries may not have licensed spectrum available to deploy 

additional wireless links. Therefore, the role of optical 

communications which is very useful for broadband Internet 

access has been recently raised [1]. The FSO market is likely 

to grow at a rate of more than 35% in each of the next five 

years, rising from $200 million to $2 billion by 2027. In 

addition, FSO can provide connectivity to the areas without 

optical fiber cables technology for rapid Internet access, and it 

provides greater flexibility in the design of optical network 

architectures with very high speeds that can reach to rates of 

tens and hundreds of gigabits per seconds [2]. FSO can 

provide a rapid deployment of wireless access solution with 

greater bandwidth capacity, higher security features, and lower 

power consumption, compared with other traditional point-to-

point microwave links [3]. However, the FSO connection is 

affected by atmospheric influences, which limits the 

sensitivity and achievable data rates with an acceptable Bit 

Error Rate (BER). Some of these degradations are turbulence, 

absorption, and scattering [4]. Free Space Optical (FSO) 

communication uses the lasers beams to transmit the data from 

one location to another. It can be from a satellite to a ground 

station, or from a satellite to another satellite, or between 

different locations on the ground. It is possible to make FSO 

connections point-to-point, point-to-multi-point, multi-point-

to-point, and multi-point-to-multi-point, depending on the 

different scenarios to establish optical connections [4], [3]. 

Fig. 1 shows the FSO communication block diagram between 

two locations on the ground. 

Machine Learning (ML) is the technology of developing 

computer algorithms that are able to emulate human 

intelligence. It draws on ideas from different disciplines such 

as artificial intelligence, probability and statistics, computer 

science, information theory, psychology, databases, control 

theory, and philosophy. Historically, the inception of machine 

learning can be traced to the seventeenth century and the 

development of machines that can emulate human ability to 

add and subtract by Pascal and Leibni [5].  
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Fig. 1. FSO communication block diagram 

 

Machine learning algorithms build a model based on sample 

data, known as training data, in order to make predictions or 

decisions without being explicitly programmed to do so [6]. 

Modern-day machine learning has two objectives, one is to 

classify data based on models which have been developed, the 

other purpose is to make predictions for future outcomes based 

on these models [7]. ML and Data Mining (DM) often use the 

same methods and overlap greatly. ML focuses on predicting 

events through feature in training data. While DM uses ML 

algorithms to interrogate large databases and discover 

knowledge hidden in the data [8]. ML has been applied in 

such diverse fields and applications as email filtering, speech 

recognition, pattern recognition, computer vision, space craft 

engineering, finance, entertainment, ecology, computational 

biology, and biomedical and medical applications [9] [10]. 

Machine learning will not only be limited to solving problems 

through similarities in databases, but will extend to artificial 

intelligence [11]. Recently, ML has become a hot topic in the 

fiber-based optical communication field as FSO because it 

eliminates the need for developing complex analytical models 

for optical communication systems and networks [5]. ML 

algorithms are widely used to predict the channel impairments 

for optical communication. However, the research into using 

ML algorithms in channel estimations is still in its beginning 

[12]. Hence, Free Space Optical Channel Classification (FSO-

CC) scheme is presented in this paper to estimate the 

suitability of FSO channel to be used for FSO communication, 

so that the FSO communication performance such as the 

minimum received Signal to Noise Ratio (SNR), and the 

transmitter capabilities such as the maximum transmitted 

power are satisfied. FSO-CC scheme includes an intelligent 

classification algorithm that uses ML algorithms for channel 

prediction. The input of the proposed classification algorithm 

is the distance between the FSO TX and RX nodes, and the 

weather conditions including fog, snow, and rain [13]. The 

output of the proposed classification algorithm is the channel 

suitability class which is either a suitable channel or an 

unsuitable channel for FSO communication. 

This paper consists of seven sections including this section. 

In Section 2, the related works are explored. The framework 

of FSO-CC is explained in Section 3. The FSO 

communication and performance models are introduced in 

Section 4. In Section 5, the detailed description of the 

proposed FSC-CC approach is presented. The simulation 

results are presented and discussed in Section 6. Finally, 

Section 7 concludes this paper. 

II. RELATED WORK 

In [1], FSO link is established to communicate between two 

sites using a beam of light via a Line of Sight (LoS) route to 

provide an optical connection that allows data rates of 100 

Gbit/s across a distance of 1 to 4 km. In [1], the atmospheric 

impacts of FSO deployment, and the mitigation techniques to 

avoid it are investigated. The factors that affect the FSO link 

including geometric loss, atmospheric loss, and ambient noise 

are considered in [1]. The losses of FSO link depends on the 

propagation of the laser beam through the atmosphere. It may 

cause a dropped link between the transmitter and the receiver 

because of the narrowness of the transmitted beams. As a 

result, it will be applied to both Radio Frequencies (RF) and 

FSO communications. However, a real dataset evaluation is 

not considered in [1]. The study in [14] discusses the effects of 

air turbulence on optical beams. OptiSystem is used to create 

the FSO link with air turbulence. Andrews' methods are used 

to compare the output of the program. The FSO link was 

active at wavelengths of 850 nm and 1550 nm. The results 

showed that at 850 nm, turbulence attenuation is greater than 

at 1550 nm. By using the OptiSystem software, the 

scintillation is typically specified in the FSO channel [14]. 

However, the factors of other weather conditions that affect 

the FSO signal are not considered in [14]. The research in [15] 

forecasts the visibility and range of the connection as a 

function of attenuation caused by various cloud situations. The 

quality of the received signal has been studied as a function of 

link range, transmitted power, and data rate for various cloud 

types, in order to ensure proper signal reception while 

preventing connection failure. The attenuation coefficient has 

been calculated for different cloud types by taking a range of 

input signal wavelengths. A minimum value of the Q-factor 

has been observed in the case of cumulus type clouds among 

different types of cloud conditions at a data rate of 2.5Gbit/s. 

If the data rate is increased beyond this rate, proper reception 

of the signal will not be possible for such a cloud condition 

[15]. However, other weather conditions are not assumed in 

[15]. 

The study in [3] focuses on using the FSO links in satellite 

communications. Artificial neural network is used to estimate 

the attenuation coefficient of FSO routes. The Mean Square 

Error (MSE) is adopted to evaluate the introduced heuristic 

algorithm in [3]. However, a prediction of new input data is 

not considered in [3]. In [12], machine learning techniques 

have been applied to determine different transmission 

attenuation states in FSO systems. The channel parameters of 

Amplified Spontaneous Emission (ASE) noise, turbulence, 

and pointing errors are considered in [12]. The Support Vector 

Machines (SVM) and Convolutional Neural Network (CNN) 

machine learning algorithms are used and compared in [12]. 

The results show that CNN is a good tool for predicting the 

Optical Signal to Noise Ratio (OSNR) parameter [12]. 

However, the CNN algorithm mostly consists of several 

layers, and the training process is more time-consuming and 

complicated. The research in [16] presents FSO/RF hybrid 

system that switches the transmission between the FSO and 

RF according to the present weather conditions.  ML 
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algorithms in [16] is applied to predict the Link Margin (LM) 

of channel. Meteorological data for rain and fog are 

considered to estimate and categorize the correlation. 

However, there are some signs that affect the quality of FSO 

that are not considered such as temperature and snow. In [17], 

a study on the FSO communication was conducted in the 

laboratory. The optical channel in correlation has been 

replaced by an Optical Turbulence Generating (OTG) chamber 

to incorporate perturbation effects. The channel coefficients 

are estimated using Maximum Likelihood Estimation (MLE) 

and Bayesian estimation methods. MLE is adopted because it 

is lower complexity [17]. Nevertheless, the technique used in 

[17] is used to estimate the channel at RX side to reduce the 

error rate without taking any decision of transmission at TX 

side. In [18], the effect of dusty weather on FSO propagation 

is studied. K-Nearest Neighbors (KNN), SVM and CNN 

algorithms are used to detect light patterns under the influence 

of a lab simulated desert environment [18].  

Unlike all above research, the main contributions of this 

research are threefold. Firstly, this paper presents Free Space 

Optical Channel Classification (FSO-CC) scheme to predict 

the FSO channel suitability for FSO communication with 

considering the attenuations factors that degrade the received 

FSO signal. The attention factors include the FSO channel 

impairments, geometric losses, path losses, and distance 

separation between the FSO TX and RX nodes. The FSO 

channel impairments that are considered in FSO-CC scheme 

are the weather conditions including rain, snow, and fog. 

Secondly, the FSO-CC scheme adopts two ML algorithms 

which are the Logistic Regression (LR) and Decision Tree 

(DT) classifier for prediction and estimation of FSO channel. 

The evaluations of the two ML algorithms are compared. 

Thirdly, the proposed FSO-CC scheme are evaluated and 

analyzed using a real dataset of weather conditions and 

suggested FSO nodes.  

III. FSO-CC FRAMEWORK 

The framework of FSO Channel Classification (FSC-CC) is 

shown in Fig. 2. The FSO network consists of several 

locations or places which are called the FSO nodes. Fig. 2 

shows six different FSO nodes. The locations and distances 

among all FSO nodes are assumed to be known at each FSO 

node. The communication channels among FSO nodes are 

assumed to have various weather conditions including rain, 

snow and fog. Each FSO node are able to get the weather 

conditions in its communication channel.  

In good weather conditions, the FSO nodes are connected to 

each other via FSO links. On the other hand, if the weather 

conditions are bad, the FSO nodes communicate to each other 

via any other available communication links such as optical 

fiber cable or RF transmission. Furthermore, the FSO nodes 

can search for an acceptable multi-hop FSO path to 

communicate to each other. Another factor that affects the 

received FSO signal is the distance between the FSO 

transmitter node (TX) and the FSO receiver node (RX). If the 

distance between FSO TX and RX nodes is less than the FSO 

communication range, the FSO nodes can communicate via 

FSO links. Otherwise, other communication links are used to 

perform the communicating between FSO TX and RX nodes. 

The FSO communication range is the maximum allowed 

distance between FSO TX and RX nodes after which the FSO 

performance in terms of Signal to Noise Ratio (SNR) and Bit 

Error Rate (BER) is degraded under threshold values.  

 
Fig. 2. FSC-CC Framework 

IV. FSO COMMUNICATION MODEL 

In this paper, FSO links are used as the process of 

communication and data transmission between the TX and RX 

nodes. As shown in Fig. 3, the design of the FSO links depend 

on antenna alignment, weather conditions, obstruction, 

geographic conditions, and many unexpected environmental 

factors such as fog, rain, clouds, snow, fog, and scintillation. 

Depending on the various attenuation factors that affect FSO 

communications, a few of the vital attenuations and losses are 

explained in the following subsections [19].  

 
Fig. 3. Factors that affect the FSO communication links 

A. Geometric Attenuation  

It is the attenuation caused by the reduction of the amount 

of radiation due to the effect of the distance between the 

source and destination. Geometric loss is the ratio of the 

surface area of the receiver aperture to the surface area of the 

transmitter beam at the receiver [20]. It can be calculated as 

follows [21]:  

𝐿𝑔𝑒𝑜(𝑠𝑇𝑋, 𝑠𝑅𝑋) = 10 × 𝑙𝑜𝑔 (
𝐷𝑇(𝑠𝑇𝑋)+𝑑(𝑠𝑇𝑋,𝑠𝑅𝑋)×𝜃(𝑠𝑇𝑋,𝑠𝑅𝑋)

𝐷𝑅(𝑠𝑅𝑋)
)
2

(1) 

 
where 𝑠𝑇𝑋 and  𝑠𝑅𝑋  are the TX and RX FSO nodes, 

respectively, 𝐷𝑇(𝑠𝑇𝑋) is the transmitter aperture diameter in 
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millimeters (mm), 𝐷𝑅(𝑠𝑅𝑋) is the diameter of receiver in mm, 

𝑑(𝑠𝑇𝑋, 𝑠𝑅𝑋) is the distance between the TX and RX FSO 

nodes in kilometers (km), and 𝜃(𝑠𝑇𝑋, 𝑠𝑅𝑋) is the beam 

divergence angle between the transmitter and receiver in 

mm.rad/km. 

B. Atmospheric Attenuation 

Atmospheric attenuation is defined as the process by which 

some or all of the energy of an electromagnetic wave is lost 

when passing through the atmosphere. Thus, the signal 

degradation and attenuation of the FSO system link is caused 

by the atmosphere in several ways, including absorption, 

scattering and scintillation. All of these effects vary over time 

and depend on current local conditions and weather [22]. 

Visibility is an important decider for users planning 

deployment of FSO. A 5% contrast means that 95% of the 

visible light is being scattered/absorbed by the atmosphere 

(i.e. it is attenuated). AND the 5% of visible light coming to 

you is no more than 13 dB down, or else you would not be 

able to see the object with your naked eye. So, if you can see 

an object in the fog, it is no more than 13 dB “away” from you 

[21].  The Kim model gives the fog losses (in dB) as [23]: 

𝐿𝑓𝑜𝑔(𝑠𝑇𝑋, 𝑠𝑅𝑋) = 10 × 𝑙𝑜𝑔(𝑒
𝛿(𝑠𝑇𝑋,𝑠𝑅𝑋)×𝑑(𝑠𝑇𝑋,𝑠𝑅𝑋))   (2) 

 

where 𝑑(𝑠𝑇𝑋, 𝑠𝑅𝑋) is between the TX and RX FSO nodes in 

km, and 𝛿(𝑠𝑇𝑋, 𝑠𝑅𝑋) is total extinction coefficient between the 

TX and RX FSO nodes. The total extinction coefficient is 

modelled as: 

𝛿(𝑠𝑇𝑋, 𝑠𝑅𝑋) = (
3.91

𝑉(𝑠𝑇𝑋,𝑠𝑅𝑋)
) × (

𝜆

550
)
−Ψ

 (3) 

 

where 𝑉(𝑠𝑇𝑋, 𝑠𝑅𝑋) is the visibility in km, 𝜆 is the 

wavelength in nanometres (nm), and  Ψ is constant parameters 

related to the particle size distribution and the visibility and is 

calculated as: 

Ψ =

{
 
 

 
 1.6 𝑉 ≥ 50

1.3 6 ≤ 𝑉 < 50
0.16𝑉 + 0.34
𝑉 − 0.5
0

1 ≤ 𝑉 < 6
0.5 ≤ 𝑉 < 1
𝑉 < 0.5

 (4) 

 

C. Rain Attenuation 

The rain attenuation is the attenuation caused by passing 

through areas where it rains and affects and weakens the 

signal quality. The rain rate is an essential parameter for 

determining rain attenuation [24]. The rain loss in dB is 

calculated as follows [25]: 

𝐿𝑟𝑎𝑖𝑛(𝑠𝑇𝑋, 𝑠𝑅𝑋) = 𝐾 × 𝑅𝛼(𝑠𝑇𝑋, 𝑠𝑅𝑋) × 𝑑(𝑠𝑇𝑋, 𝑠𝑅𝑋)          (5) 
 

where 𝑅 is the rain fall rate in mm/hour (mm/h), 

𝑑(𝑠𝑇𝑋, 𝑠𝑅𝑋) is between the TX and RX FSO nodes in km, 𝐾 is 

1.58, and 𝛼 is 0.63. 

D. Snow Attenuation 

The droplets of wet and dry snow cause attenuation for the 

FSO signals. The wet and dry snow losses (in dB) are 

calculated as follows [25]:  

𝐿𝑠𝑛𝑜𝑤(𝑠𝑇𝑋, 𝑠𝑅𝑋) = 𝛼 × 𝑆𝑏(𝑠𝑇𝑋, 𝑠𝑅𝑋) × 𝑑(𝑠𝑇𝑋, 𝑠𝑅𝑋)          (6) 
 

where 𝑆 is the wet or dry snow fall rate in mm/h, 

𝑑(𝑠𝑇𝑋, 𝑠𝑅𝑋) is distance between the TX and RX FSO nodes in 

km, and 𝛼 and 𝑏 are specified by: 

𝛼 = {
1.02 × 10−4 × 𝜆 + 3.79, 𝑓𝑜𝑟 𝑊𝑒𝑡 𝑆𝑛𝑜𝑤 

5.42 × 10−5 × 𝜆 + 5.50, 𝑓𝑜𝑟 𝐷𝑟𝑦 𝑆𝑛𝑜𝑤
          (7) 

𝑏 = {
0.72, 𝑓𝑜𝑟 𝑊𝑒𝑡 𝑆𝑛𝑜𝑤 
1.38, 𝑓𝑜𝑟 𝐷𝑟𝑦 𝑆𝑛𝑜𝑤

           (8) 

 

E. FSO System Noises 

Noises is undesirable signals that interrupt the FSO signal. 

The main source of the noises is the electronic components. 

Therefore, noises cannot be avoided. Signal to Noise Ratio 

(SNR) is affected by the noises the receiver side [26]. The shot 

and thermal noises are the key noise types [27].  

1) Shot Noise 

The shot noise is the quantum noise that is generated by 

internal or external sources. The random movement of 

semiconductor carries (i.e. electronics and holes) in the 

electronic elements generate the internal source of shot noise. 

On the other hand, the external source of shot noise is 

produced by the background radiation at the receiver side. The 

shot noise is calculated using the following formula [26, 28]: 

𝜎𝑠ℎ𝑜𝑡
2 (𝑠𝑅𝑋) = 2 × 𝑞 × 𝐺𝑖 × 𝑖𝑀 × 𝐹(𝐺𝑖) × 𝐵𝑊 (9) 
 

where 𝐵𝑊 is the bandwidth in Hz, 𝑞 is the electron charge 

in C, 𝐺𝑖 is the photodetector multiplication gain at the FSO 

RX node, 𝐹(𝐺𝑖) is the photodetector excess noise factor at the 

FSO RX node, and 𝑖𝑀 is the average value of total multiplied 

output current which is computed by: 

𝑖𝑀 = 𝐺𝑖 × 𝑠(𝑠𝑅𝑋) × 𝑃𝑅(𝑠𝑅𝑋)           (10) 
 

where 𝑃𝑅(𝑠𝑇𝑋, 𝑠𝑅𝑋) is the received power at FSO RX node 

in W and 𝑠(𝑠𝑅𝑋) is photodiode sensitivity in A/W. 

 

2) Thermal Noise 

The thermal noise Johnson or Nyquist Noise that is caused 

by the thermal irritation of internal electrons in the electrical 

conductor inside the detecting receiver. It is given by [26, 28]: 

𝜎𝑡ℎ𝑒𝑟𝑚𝑎𝑙
2 (𝑠𝑅𝑋) = (

4×𝑘×𝑇𝑒𝑚𝑝×𝐵𝑊

𝑅𝑙𝑜𝑎𝑑(𝑠𝑅𝑋)
)          (11) 

 

where 𝑅𝑙𝑜𝑎𝑑(𝑠𝑅𝑋) is the amplifier load resistance, 𝑘 

Boltzmann constant, and 𝑇𝑒𝑚𝑝 is the absolute temperature. 

The total noise at the FSO RX node is given by: 

𝜎𝑡𝑜𝑡𝑎𝑙
2 (𝑠𝑅𝑋) = 𝜎𝑠ℎ𝑜𝑡

2 (𝑠𝑅𝑋) + 𝜎𝑡ℎ𝑒𝑟𝑚𝑎𝑙
2 (𝑠𝑅𝑋)          (12) 

F. The FSO Received Power 

The received power at the FSO RX node in dBw is given by 

[29]: 

𝑃𝑅(𝑠𝑅𝑋) = 10 × 𝑙𝑜𝑔[𝑃𝑇(𝑠𝑇𝑋) × 𝐺𝑇(𝑠𝑇𝑋) × 𝐺𝑅(𝑠𝑅𝑋) ×

𝐿𝐹𝑆(𝑠𝑇𝑋, 𝑠𝑅𝑋) × 𝐿𝑠𝑦𝑠(𝑠𝑇𝑋, 𝑠𝑅𝑋)] − 𝐿𝐴𝑇(𝑠𝑇𝑋, 𝑠𝑅𝑋)           (13) 

where 𝑃𝑇(𝑠𝑇𝑋) is the FSO transmitted power in W at FSO 

TX node, 𝐺𝑇(𝑠𝑇𝑋) is the antenna gain at FSO TX node, 

𝐺𝑅(𝑠𝑅𝑋) is the antenna gain at FSO RX node, 𝐿𝐹𝑆(𝑠𝑇𝑋, 𝑠𝑅𝑋) is 
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the free space propagation loss between the FSO TX and RX 

nodes, 𝐿𝑠𝑦𝑠(𝑠𝑇𝑋, 𝑠𝑅𝑋) is the system losses, and 𝐿𝐴𝑇(𝑠𝑇𝑋, 𝑠𝑅𝑋) 

is the total FSO atmospheric losses between the FSO TX and 

RX nodes in dB. 𝐺𝑇(𝑠𝑇𝑋), 𝐺𝑅(𝑠𝑅𝑋), 𝐿𝐹𝑆(𝑠𝑇𝑋, 𝑠𝑅𝑋), 
𝐿𝑠𝑦𝑠(𝑠𝑇𝑋, 𝑠𝑅𝑋), and 𝐿𝐴𝑇(𝑠𝑇𝑋, 𝑠𝑅𝑋) are given by [30]: 

𝐺𝑇(𝑠𝑇𝑋) = (
𝜋×𝐷𝑇(𝑠𝑇𝑋)

𝜆
)
2

           (14) 

𝐺𝑅(𝑠𝑅𝑋) = (
𝜋×𝐷𝑅(𝑠𝑅𝑋)

𝜆
)
2

           (15) 

𝐿𝐹𝑆(𝑠𝑇𝑋, 𝑠𝑅𝑋) = (
𝜆

4×𝜋×𝑑(𝑠𝑇𝑋,𝑠𝑅𝑋)
)
2

          (16) 

𝐿𝑠𝑦𝑠(𝑠𝑇𝑋, 𝑠𝑅𝑋) = 𝜁𝑇(𝑠𝑇𝑋) × 𝜁𝑅(𝑠𝑅𝑋) × 𝐿𝑝𝑇(𝑠𝑇𝑋) × 𝐿𝑝𝑅(𝑠𝑅𝑋) 

(17) 
𝐿𝐴𝑇(𝑠𝑇𝑋, 𝑠𝑅𝑋) = 𝐿𝑔𝑒𝑜(𝑠𝑇𝑋, 𝑠𝑅𝑋) + 𝐿𝑟𝑎𝑖𝑛(𝑠𝑇𝑋, 𝑠𝑅𝑋) +

𝐿𝑠𝑛𝑜𝑤(𝑠𝑇𝑋, 𝑠𝑅𝑋) + 𝐿𝑓𝑜𝑔(𝑠𝑇𝑋, 𝑠𝑅𝑋)                                           (18) 

 

where 𝐷𝑇(𝑠𝑇𝑋) is the TX aperture diameters, 𝐷𝑅(𝑠𝑅𝑋) is the 

aperture diameter of FSO RX node, 𝜁𝑇(𝑠𝑇𝑋) and 𝜁𝑅(𝑠𝑅𝑋) are 

the losses because of imperfect optical components at the FSO 

TX and RX nodes, respectively, and 𝐿𝑝𝑇(𝑠𝑇𝑋) and 𝐿𝑝𝑅(𝑠𝑅𝑋) 

are the pointing losses at the FSO TX and RX nodes, 

respectively.  

G. The FSO Performance  

The FSO performance is measured by the Signal to Noise 

Ratio (SNR) and the Bit Error Rate (BER) at the FSO RX 

node. In the following subsection, these performance metrics 

are explained.  

1) Signal to Noise Ratio (SNR) 

The Signal to Noise Ratio (SNR) at the FSO RX node is the 

ration between the average signal power to the average noise 

power and is given by [28]: 

𝑆𝑁𝑅(𝑠𝑅𝑋) =
[𝑠(𝑠𝑅𝑋)×𝑃𝑅(𝑠𝑅𝑋)]

2

𝜎𝑡𝑜𝑡𝑎𝑙
2 (𝑠𝑅𝑋)

           (19) 

 

2) The Bit Error Rate (BER) 

The Bit Error Rate (BER) at the FSO RX node consider 

using None Return to Zero-On-Off Keying (NRZ-OOK) 

modulation technique is given by [31], [32]: 

𝐵𝐸𝑅(𝑠𝑅𝑋) =
1

2
× 𝑒𝑟𝑓𝑐 (

√𝑆𝑁𝑅(𝑠𝑅𝑋)

2√2
)          (20) 

where erfc is the complementary error function.  

V. DETAILED DESCRIPTION OF THE PROPOSED FSC-CC 

APPROACH 

In this section, the types, categories and names of the 

Machine Learning (ML) algorithms is presented. After that, a 

detailed description of the introduced FSC-CC scheme is 

explained.  

A. Machine Learning Estimating and Predication Techniques 

Machine Learning (ML) algorithms are adopted in this 

research to predict the suitability of wireless channel to use 

FSO communications in the presence of real environmental 

factors and weather conditions. A ML model is a 

mathematical representation of things and their relationships 

to each other. It is an expression of an algorithm for a large 

number of datasets to find patterns or make predictions. The 

learning algorithm detects patterns within the training data, 

and outputs an ML model that captures these patterns and 

predicts the new data. As shown in Fig. 4, ML can be divided 

into three main categories depending on the nature of the 

existing data [33]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 4. ML Algorithms Categories. 

In supervised learning, the computer is provided with inputs 

that are labeled with their desired output. The purpose of this 

method is to enable the algorithm to “learn” by comparing its 

actual output with the “taught” outputs to find errors and 

modify the model accordingly. Thus, supervised learning uses 

patterns to predict label values on additional, and unlabeled 

data (e.g. classification and regression). On the other hand, the 

unsupervised learning involves using a model to describe or 

extract relationships in the data. Comparing with supervised 

learning, the unsupervised learning operates only on input data 

without target outcomes or variables. As such, the teacher 

does not correct the model, as in supervised education. Also, 

in unsupervised learning there is no teacher or debugger, and 

the algorithm must learn how to understand the data without 

such evidence (e.g. clustering and estimation of probability 

density function). Reinforcement learning is the only possible 

way to train programs or machines to perform at high levels. 

Reinforcement learning describes a class of problems in which 

a worker operates in an environment and must learn how to 

work using feedback. In this type, the learner is not told what 

actions to take, but instead has to find out which actions work 

best of efficiency, through his experience [34]. Semi-

supervised learning is supervised learning, in which the 

training data contains a small number of tagged examples, and 

a large number of unlabeled examples. 

Supervised Learning models are further classified into two 

categories which are classification and regression. In the 

classification, a classifier model is designed to classify the 

dataset into different categories. Each category is assigned 

with a label. Some popular classification algorithms are Naive 

Bayes, K-Nearest Neighbors (KNN), and Decision Tree (DT) 
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Induction. The Naive Bayes classifiers are built on Bayesian 

classification methods. They rely on Bayes’s theorem which is 

an equation describing the relationship of conditional 

probabilities of statistical quantities. The K-Nearest Neighbors 

(KNN) is a classification algorithm where the result/class of 

new instance is classified based on majority of K-Nearest 

Neighbors’ category.  

The Decision Tree (DT) Induction is the learning of 

decision trees from training set. A decision tree is a flowchart-

like tree structure. The DT is a method used to partition a 

decision tree into smaller subsets, by partitioning or splitting 

the tree nodes based on a threshold value of appropriate 

features. The entropy is the measure of the impurity of a set of 

data alternatively.  

The regression is used to predict a range of numeric values 

(also called continuous values), given a particular dataset. 

Regression analysis is generally categorized into two types 

which are simple regression (Linear) and multiple regression. 

The Linear Regression (LR) involves only two variables, one 

of which is dependent variable and the other is explanatory 

(independent) variable. For example, population and food 

production. It is represented in the form of a line:  

𝑦̂ = ℎ𝜃(𝐗) = 𝛉
𝑇𝐗   (21) 

where 𝐗 is the input features matrix, is the parameters 

matrix, 𝑦̂ is the predicted output value, and is the hypothesis. 

There are two types of linear regression which are Least 

Absolute Shrinkage and Selection Operator (Lasso) regression 

and Ridge regression. Lasso LR follows the regularization 

technique to create prediction. It is given more priority over 

the other regression methods because it gives an accurate 

prediction. Lasso regression model uses shrinkage technique. 

In this technique, the data values are shrunk towards a central 

point similar to the concept of mean. Lasso regression is taken 

into consideration when there are a greater number of features 

because it automatically performs feature selection [35]. The 

Ridge LR is another type of regression algorithm in data 

science and is usually considered when there is a high 

correlation between the independent variables or model 

parameters. As the value of correlation increases the least 

square estimates evaluates unbiased values. But if the 

collinearity in the dataset is very high, there can be some bias 

value. Therefore, we create a bias matrix in the equation of 

Ridge regression algorithm. It is a useful regression method in 

which the model is less susceptible to overfitting and hence 

the model works well even if the dataset is very small [36].  

Multiple Regression has more than one independent variables. 

For example, home prices based on its location, square feet, 

price when last sold, the price of similar homes, and other 

factors. 

B. The Proposed FSO-CC Algorithm 

The block diagram of the proposed FSO-CC scheme is 

shown in Fig. 5. Firstly, the performance parameters of FSO 

communication network are specified according to the design 

and operation requirements. These performance parameters 

include the maximum transmitted power 𝑃𝑇
𝑚𝑎𝑥(𝑠𝑇𝑋) that the 

FSO TX node can transmit, the maximum bit error rate 

𝐵𝐸𝑅𝑚𝑎𝑥(𝑠𝑅𝑋) at the FSO RX node, and the minimum signal 

to noise ratio 𝑆𝑁𝑅𝑚𝑖𝑛(𝑠𝑅𝑋) at the RX node.  

According to the specified performance parameters and the 

FSO communication models, the training dataset are 

generated. The input features of training dataset are the 

distance 𝑑(𝑠𝑇𝑋, 𝑠𝑅𝑋) and the weather conditions between the 

FSO TX and RX nodes, which are the rain rate 𝑅(𝑠𝑇𝑋, 𝑠𝑅𝑋), 
wet snow fall rate 𝑆𝑤(𝑠𝑇𝑋, 𝑠𝑅𝑋), dry snow fall rate, 

𝑆𝑑(𝑠𝑇𝑋, 𝑠𝑅𝑋), and the visibility 𝑉(𝑠𝑇𝑋, 𝑠𝑅𝑋). Therefore, the 

number of input features for each training example is 𝑛 = 5. 

The input feature matrix is defined as: 

𝐗 = [𝑋𝑖
(𝑗)
]𝑚×(𝑛+1)   (22) 

where 1 ≤ 𝑗 ≤ 𝑚 is the sample number which is the row 

number of the feature matrix, and 0 ≤ 𝑖 ≤ 𝑛 is the feature 

number which is the column number of the feature matrix. The 

dummy feature in ML models is called intercept or bias term. 

In practical applications, when all features are zeroes, the 

output has still a value. Therefore, the dummy feature prevents 

the model output to be a zero, when all input features are 

zeroes. In addition, the weight of dummy feature ensures the 

correct variance of the model. Therefore, it is worth to 

mention that the feature 𝑋0
(𝑗)
= 1 is the dummy feature that is 

used to simplify the ML modelling. FSO-CC adopts the binary 

classification to estimate the status of FSO channel in term of 

suitability to use FSO communication or not. Therefore, the 

output label or class of ML classifier is defined to be either 

𝑠𝑢𝑖𝑡𝑎𝑏𝑖𝑙𝑖𝑡𝑦 = 1 for suitable FSO transmission or 

𝑠𝑢𝑖𝑡𝑎𝑏𝑖𝑙𝑖𝑡𝑦 = 0 for unsuitable FSO transmission. The output 

labels matrix of the training dataset is defined as:  

𝐲 = [𝒚(𝒋)]𝒎×𝟏   (23) 
where 1 ≤ 𝑗 ≤ 𝑚 is the sample number which is the row 

number of the output labels matrix. After generating the 

training dataset, the ML algorithm is learned as shown in Fig. 

5 to build the model between the input and output through 

getting the hypothesis ℎ𝜃(𝑋) where 𝜃 is the ML parameters. 

For any new input features which are the distance and weather 

conditions between FSO TX and RX nodes, the learnt ML 

model can predict the output class which is the channel 

estimation of FSO transmission suitability.  

 
Fig. 5. Block Diagram of FSO-CC Algorithms 

In Algorithm 1, the dataset is generated to learn the ML 

algorithms. In Line 1, the FSO performance parameters 

including 𝑃𝑇
𝑚𝑎𝑥(𝑠𝑇𝑋), 𝐵𝐸𝑅

𝑚𝑎𝑥(𝑠𝑅𝑋), and 𝑆𝑁𝑅𝑚𝑖𝑛(𝑠𝑅𝑋) are 

stated. In Line 2, the parameters of TX, RX, and FSO signal 

are stated according to the hardware equipment at TX and RX 

such as the FSO frequency, the TX and RX antennas 

specifications, photodiode sensitivity, and others. The values 

of all these parameters are stated in Section 6. The training 

example number is initialized in Line 3. From Line 4 to line 
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18, the 𝑚 training examples are randomly generated. The 

input features 𝑋𝑖
(𝑗)

 is randomly generated in Line 5. According 

to the generated input features 𝑋𝑖
(𝑗)

, the geometric loss, the 

atmospheric losses of rain, snow, and fog, and the total losses 

are calculated from Line 6 to Line 10 using the equations of 

the FSO communication models. The minimum received 

power 𝑃𝑅
𝑚𝑖𝑛(𝑠𝑅𝑋) and the minimum transmitted power 

𝑃𝑇
𝑚𝑖𝑛(𝑠𝑇𝑋) that are required to satisfy the FSO performance 

parameters are computed in Line 11 and 12 using the 

equations of the FSO communication models. From Line 13 to 

Line 16, the value of the output class 𝑦(𝑗) of suitability is 

determined according to the comparing the values of 

𝑃𝑇
𝑚𝑖𝑛(𝑠𝑇𝑋) and 𝑃𝑇

𝑚𝑎𝑥(𝑠𝑇𝑋). The training example number is 

incremented in Line 18 to create new training example. 

Algorithm 1 is executed one time to generate the dataset. If the 

parameters of FSO performance or TX, RX, and FSO signal 

are changed, Algorithm 1 is required to be executed to update 

the training dataset.  

 

Algorithm 1: FSO-CC Dataset Generation Algorithm  

1.  Specify: The FSO performance parameters  

2.  Specify: The TX/RX/FSO parameters 

3.  Set: 𝑗 = 1  

4.  Repeat: 

5.    Training Example j: Generate random input features  

   𝑋𝑖
(𝑗)

of rain rate 𝑋1
(𝑗)

 , snow rate 𝑋2
(𝑗)

, visibility 𝑋3
(𝑗)

, 

   and the distances 𝑋4
(𝑗)

, and store features in 𝐗 

6.    Calculate: The geometric losses using Equation (1); 

7.    Calculate: The fog losses using Equation (2); 

8.    Calculate: The rain losses using Equation (5); 

9.    Calculate: The snow losses using Equation (6); 

10.    Get: The total losses 𝐿𝐴𝑇(𝑠𝑇𝑋, 𝑠𝑅𝑋) using Equation (18); 

11.    Compute: The minimum received power 𝑃𝑅
𝑚𝑖𝑛(𝑠𝑅𝑋)  

   that satisfies the FSO performance parameters by 

   solving Equation (12) and (19) 

12.    Compute: The minimum transmitted power 𝑃𝑇
𝑚𝑖𝑛(𝑠𝑇𝑋) 

   that satisfies the FSO performance parameters by 

   solving Equation (13) 

13.    if [𝑃𝑇
𝑚𝑖𝑛(𝑠𝑇𝑋) ≤ 𝑃𝑇

𝑚𝑎𝑥(𝑠𝑇𝑋)]: 

14.        Set: The output class of suitability is one 𝑦(𝑗) = 1  

15.    else: 

16.        Set: The output class of suitability is zero 𝑦(𝑗) = 0  

17.    Store: the output class 𝑦(𝑗) in 𝐲 

18.    𝑗 = 𝑗 + 1 

19.  Until 𝒋 == 𝒎  

Algorithm 2 shows the ML classification algorithms for the 

proposed FSO-CC scheme. In Line 1, the training dataset that 

is generated using Algorithm 1 is imported. The dataset is 

scaled in Line 2 using standardization. The standardization is 

performed by subtracting the average value of each feature 

from the feature value and dividing the result to the feature 

standard deviation as follows:    

𝑿̃𝒊
(𝒋)
=

𝑿𝒊
(𝒋)
−𝝁𝒊

𝝈𝒊
   (24) 

where 0 ≤ 𝑖 ≤ 𝑛, and 𝜇𝑖 and 𝜎𝑖 are features average and 

standard deviation values, respectively which are computed as 

follows:   

𝝁𝒊 =
𝟏

𝒎
∑ 𝑿𝒊

(𝒌)𝒎
𝒌=𝟏    (25) 

𝝈𝒊 = √
∑ (𝑿𝒊

(𝒌)
−𝝁𝒊)

𝟐𝒎
𝒌=𝟏

𝒎
   (26) 

In Line 3, the training dataset is split into 30% of testing 

examples and 70% of training examples. In Line 4, the 

parameters of ML algorithms are tuned using k-fold cross-

validation to get its optimal values [37].  In this paper, the 

Logistic Regression (LR), Random Forest (RF), Support 

Vector Machine (SVM), and Decision Tree (DT) classification 

algorithms are used to estimate the FSO channel [38] and [39]. 

In case of using LR classifier, the parameters such as the error 

plenty 𝜆 and the regularization type are tuned to get the 

optimal 𝜆 and the best regularization type that maximize the 

classification accuracy. In DT classifier, the maximum depth 

of DT and the criterion function to evaluate the split. 

The ML classifiers are learnt using the training examples in 

Line 5. In LR classifier, the regularization is performed by 

adding a plenty term in the cost function to overcome the 

overdraft and high variance of the training ML model. The 

logistic regression that adopts L2 norm for regularization is 

called Ridge logistic regression. The cost function of Ridge 

logistic regression is given by [36]: 

𝐽(𝜃) = −
1

𝑚
∑ {𝑦(𝑖)𝑙𝑜𝑔[ℎ𝜃(𝑋

(𝑖))] + (1 − 𝑦(𝑖))𝑙𝑜𝑔[1 −𝑚
𝑖=1

ℎ𝜃(𝑋
(𝑖))]} +

𝜆

2𝑚
∑ 𝜃𝑗

2𝑛
𝑗=1    (27) 

where 𝜆 is the plenty of the error which is used in 

regularization and 𝜃 are the parameters of logistic regression 

that are computed when the logistic regression algorithm is 

trained. The logistic regression that adopts L1 norm for 

regularization is called Lasso logistic regression. The cost 

function of Lasso logistic regression is given by [35]: 

𝐽(𝜃) = −
1

𝑚
∑ {𝑦(𝑖)𝑙𝑜𝑔[ℎ𝜃(𝑋

(𝑖))] + (1 − 𝑦(𝑖))𝑙𝑜𝑔[1 −𝑚
𝑖=1

ℎ𝜃(𝑋
(𝑖))]} +

𝜆

𝑚
∑ 𝜃𝑗
𝑛
𝑗=1    (28) 

In DT classifier, the criterion functions to evaluate the split 

is either the cross-entropy loss (EL) or the Gini loss (GL) [40]. 

EL and GL the disorder or uncertainty of a group. The cross 

entropy lies between 0 to 1 and it measures the impurity of 

split according to the following formula: 

𝐸𝐿 = ∑ −𝑝̂𝑐𝑙𝑜𝑔2(𝑝̂𝑐)𝑐    (29) 

where 𝑐 is class label and 𝑝̂𝑐 is the proportional of 𝑐 class. 

On the other hand, GL has computational power compared 

with EL. The GL lies between 0 to 0.5, and the impurity in the 

GL is calculated as [41]: 

𝐺𝐿 = ∑ 𝑝̂𝑐(1 − 𝑝̂𝑐)𝑐 = 1 − ∑ (𝑝̂𝑐)
2

𝑐   (30) 

The split with highest Information Gain (IG) is selected 

where IG is computed as follows: 

𝐼𝐺(𝑅) = 𝐻(𝑅) − ∑ 𝑤𝑖𝑖 𝐻(𝑆𝑖)   (31) 

𝑤𝑖 =
|𝑆𝑖|

|𝑅|
   (32) 

where 𝑅 is the parent/root node, 𝑆𝑖 is the 𝑖𝑡ℎ child node, 𝐻 
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is the EL or GL, 𝑤𝑖  is the weight which is the relative size of 

the 𝑖𝑡ℎ child node with respect to the parent node, |𝑆𝑖| is the 

number of examples in the of 𝑖𝑡ℎ child node, and |𝑅| is the 

number of examples in the of the root node.  

In Line 6, the train score accuracy of trained features and 

labels or classes is obtained.  In line 7, the ML algorithm 

predicts the values of output labels  𝐲_𝑝𝑟𝑒𝑑 for the test input 

features 𝐗_𝑡𝑒𝑠𝑡. In Line 8, the performance metrics of the ML 

classifiers including confusion matrix, accuracy score, 

specificity, sensitivity, and F1 score are evaluated. The code 

from Line 9 to Line 18 is repeated and executed when the FSO 

node requires a transmission of new data. When the 

communication activity is needed in the FSO node, the new 

input features 𝐗_𝑛𝑒𝑤 that consists from the current weather 

conditions and communication distance are firstly obtained. 

Then, the ML classifier predicts the output class y_𝑛𝑒𝑤 of 

suitability which indicates the status of FSO channel. From 

Line 13 to 16, the communication links are selected based on 

the features inputs (i.e. weather conditions and distance 

between nodes). The suitability value of one indicates that the 

weather conditions does affect the FSO link between the two 

nodes. Conversely, the suitability value of zero means that the 

weather conditions hardly affects the FSO link between the 

two nodes. Therefore, FSO direct communication is performed 

when the suitability equals to one. Otherwise, any other 

communication methods such as indirect FSO links (i.e. multi-

path FSO links that satisfies the performance requirements) or 

other direct communications systems are used.  
   

Algorithm 2: FSO-CC Classification Algorithm  

1.  Import: The generated dataset (𝐗, 𝐲)   

2.  
Standardization: Standard scalar for generated 

examples 

3.  Split: The generated examples are split into 70% training 

 examples (𝐗_𝑡𝑟𝑎𝑖𝑛, 𝐲_𝑡𝑟𝑎𝑖𝑛) and 30% testing examples  

 (𝐗_𝑡𝑒𝑠𝑡, 𝐲_𝑡𝑒𝑠𝑡) 

4.  Tuning: get the optimal parameters of ML algorithms  

5.  
Fit: The ML algorithm is trained using (𝐗_𝑡𝑟𝑎𝑖𝑛,
𝐲_𝑡𝑟𝑎𝑖𝑛) 

6.  
Score: Get the train score of the ML model 𝐗_𝑡𝑟𝑎𝑖𝑛,
𝐲_𝑡𝑟𝑎𝑖𝑛 

7.  
Predict: Estimate the output labels 𝐲_𝑝𝑟𝑒𝑑 for 𝐗_𝑡𝑒𝑠𝑡 
input 

8.  Metrics: Evaluate the performance metrics of classifier                                                                                                                                                                    

 using (𝐲_𝑡𝑒𝑠𝑡, 𝐲_𝑝𝑟𝑒𝑑)                                                                

9.  while (true): 

10.     if (Communication is required): 

11.       Get: The new input features 𝐗_𝑛𝑒𝑤 

12.       Predict: the output class of suitability y_𝑛𝑒𝑤 

13.       if (𝑠𝑢𝑖𝑡𝑎𝑏𝑖𝑙𝑖𝑡𝑦 = 1): 

14.  
        FSO Communication: Transmit using FSO Direct   

        Link 

15.       else: 

16.  
        Others Communication Methods: Look for  

        available indirect FSO Links, or other  

        communication systems  

17.     end if 

18.  end while 

 

VI. RESULTS AND DISCUSSION 

A. Simulation Assumptions 

In this section, the performance of the proposed FSO-CC 

scheme is evaluated by modelling and simulating its 

algorithms and functions. Python 3 is used to build the 

simulation environment using an Intel Core i7 2.7 GHz 

processor and 24GB memory. Unless it is clearly stated, Table 

1 states the parameters assumptions used in the simulation 

environment [42], [28], and [43].  

 

TABLE 1  

THE SIMULATION ASSUMPTIONS 

Parameter Symbol Value Unit 

FSO 

wavelength 
𝜆 1550 nm 

FSO 

frequency 
𝑓 193.5 THz 

TX aperture 

diameter 
𝐷𝑇(𝑠𝑇𝑋) 4 cm 

RX aperture 

diameters 
𝐷𝑅(𝑠𝑅𝑋) 20 cm 

System 

bandwidth 
𝐵𝑊 1 GHz 

System losses L𝑠𝑦𝑠(𝑠𝑇𝑋, 𝑠𝑅𝑋) 0.5 - 

divergence 

angle 
𝜃(𝑠𝑇𝑋, 𝑠𝑅𝑋) 2 

mm.rad 

/m 

Electronic 

charge 
𝑞 

1.602
× 10−19 

C 

Multiplication 

gain 
𝐺𝑖 10 - 

Excess noise 

factor 
𝐹(𝐺𝑖) 3.2 - 

Photodiode 

sensitivity 
𝑠(𝑠𝑅𝑋) 0.9 A/W 

Boltzmann 

constant 
𝑘 

1.38
× 10−25 

J/K 

Resistance of 

the amplifier 
𝑅𝑙𝑜𝑎𝑑(𝑠𝑅𝑋) 50 Ω 

Absolute 

temperature 
𝑇𝑒𝑚𝑝 298 K 

Minimum 

SNR 
𝑆𝑁𝑅𝑚𝑖𝑛(𝑠𝑇𝑋, 𝑠𝑅𝑋) 15.56 dB 

Maximum of 

transmitted 

power 

𝑃𝑇
𝑚𝑎𝑥(𝑠𝑇𝑋) 0 dBm 

Maximum 

BER 
𝐵𝐸𝑅𝑚𝑎𝑥(𝑠𝑇𝑋 , 𝑠𝑅𝑋) 10−10 - 

Number of 

training 

examples 

𝑚 1596 - 
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The plenty of 

error in 

Logistic 

Regression 

𝜆 0.01 - 

Logistic 

Regression 

Regularization 

- Lasso - 

The maximum 

depth of DT 

classifier 

- 20 - 

k-fold cross-

validation 
k 10 - 

 

 

In this paper, a real weather conditions in Gaza 

Strip/Palatine are considered to predict the FSO 

communication availability.  

World weather online [44] provides up to date and accurate 

weather information and forecasting worldwide. Four millions 

cities/towns are covered by world weather online. Many 

organizations use and trust world weather online such as 

Weathercare, kydive Mag, G&D Creations, and Surfcast. 

Therefore, a dataset for weather forecasting in Gaza Strip is 

obtained from January, 2009 to June, 2022 in monthly basis 

[44]. The latitude and longitude of the weather measurements 

are 31.4978 and 34.4684, respectively which is the Gaza Strip 

area. The number of examples in the dataset is 162. The 

dataset contains 29 features related to the weather conditions. 

Firstly, the data is understood. Fig. 6 describes the data. 

 
Fig. 6. Dataset Description  

After that the data cleaning is performed. The irrelevant 

features are removed. Feature selection is performed to 

remove the duplicated and irrelevant features. The weather 

conditions features related to the FSO channel are selected 

which include rain rate in mm/h, snow fall rate in mm/h, 

temperature in degree Celsius, and visibility in km. Fig. 7 

shows the selected features information.  

 
Fig. 7. Dataset Information  

 

The missing data is checked and handled. The correlation 

heat map is shown in Fig. 8. 

 
Fig. 8. Correlation among Features  

Furthermore, the FSO nodes that connected to each other 

are considered as a set of real and popular educational, 

Internet Service Provider (ISP), and highest buildings places 

in Gaza Strip. Table 2 shows the names and the considered 

identifications (ID) of the suggested twelve places. 

Additionally, Fig. 9 shows the locations of these places on the 

map [45]. 

TABLE 2  

THE NAME AND IDS OF STUDIED FSO NODES 

FSO Node Name FSO Node ID 

Islamic University of Gaza 1 

Al Azhar University of Gaza 2 

Al Aqsa University 3 

Speedclick ISP company 4 

Al Ghafry Tower 5 

Bank of Palestine Tower 6 

Susi Tower 7 

Al Zafer 9 Tower 8 

Dawood Tower 9 

Al Watan Tower 10 

Fusion ISP company 11 

PalTel ISP company 12 
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Fig. 9. The locations of studied FSO nodes in the map [45] 

B. Simulation Results 

Since the distance is one of the important parameters in 

FSO communications that affects the quality of 

communication links, the distance between each FSO nodes 

and all other FSO nodes are calculated, analyzed and tabulated 

in Fig. 10. Therefore, FSO ranges are used to refer to these 

distances. The twelve studied FSO nodes are shown by IDs is 

Fig. 10. The distances are range from 0 km and 1.9 km.  

 
Fig. 10. FSO Range (Km) among the studied FSO nodes 

The dataset related to the weather conditions in the Gaza 

Strip is obtained through the world weather website [44]. The 

weather conditions collected for Gaza Strip are rain rate 

(mm/h), visibility (km), and snow rate(mm/h). The weather 

conditions readings are monthly averaged in the interval from 

January, 2009 to June, 2022.  In Fig. 11 shows the monthly 

averaged values for rate, visibility, and snow rate. As shown in 

Fig. 11, it is worth to mention that the most affected weather 

factor of FSO communication in Gaza strip is the rain.  

 
Fig. 11. The Monthly Averaged Weather Conditions in Gaza 

Strip 

The weather conditions indication 𝑊𝐶𝐼(𝑠𝑇𝑋, 𝑠𝑅𝑋) is used in 

Fig. 12 to reflect the effect of weather conditions. Therefore, it 

is computed as follows: 

𝑊𝐶𝐼(𝑠𝑇𝑋, 𝑠𝑅𝑋) = 𝑅
𝛼(𝑠𝑇𝑋, 𝑠𝑅𝑋) + 𝑆

𝑏(𝑠𝑇𝑋, 𝑠𝑅𝑋) +
1

𝑉(𝑠𝑇𝑋,𝑠𝑅𝑋)
 

(33) 

Therefore, the input features are shorted to two features 

which are 𝑊𝐶𝐼(𝑠𝑇𝑋, 𝑠𝑅𝑋) and 𝑑(𝑠𝑇𝑋, 𝑠𝑅𝑋). By analyzing and 

mining the dataset, the suitability status of channel 𝐲 for the 

first 400 training examples is plotted in Fig. 12 for every 

coordination point of the weather conditions indication 

𝑊𝐶𝐼(𝑠𝑇𝑋, 𝑠𝑅𝑋) and the distance 𝑑(𝑠𝑇𝑋, 𝑠𝑅𝑋) between the TX 

and RX nodes. It is noted that the class of suitability is zero 

for high values of 𝑊𝐶𝐼(𝑠𝑇𝑋, 𝑠𝑅𝑋) and high values of 

𝑑(𝑠𝑇𝑋, 𝑠𝑅𝑋). This is because the received FSO signal does not 

satisfy the performance parameters for bad weather conditions 

or high separate distance between the FSO TX and RX nodes.    

 
Fig. 12. The Suitability Classes for Distance and Weather 

Conditions Indication 

Fig. 13 shows classification accuracy of the LR classifier 

versus the plenty of the error 𝜆 for Lasso and Ridge LR. The 

classification accuracy is affected by the values of 𝜆 as shown 

in Fig. 13. With increasing the 𝜆 values for Lasso regression, 

the accuracy is increasing at the beginning and then it starts 

decreasing until the accuracy reaches to a constant value . On 

the other hand, the accuracy in Ridge LR increases at low 𝜆 

value and starts decreasing gradually with the increase of the 𝜆 

value. The highest value of classification accuracy occurs 

when using Lasso regression at 𝜆 = 0.01. Therefore, Lasso 

LR with 𝜆 = 0.01 is used to be trained and modeled using the 

dataset.  

 
Fig. 13. Classification accuracy versus the plenty of the error 

for LR classifier. 

In Fig. 14, the classification accuracy versus the maximum 

depth of DT classifier for GL and EL criterions are plotted.  At 

the beginning, the classification accuracy increases with 

increasing the maximum depth of DT classifier. After that, the 

classification accuracy remains fixed with increasing the 

maximum depth of DT classifier. The results in the Fig. 14 

show that the EL criterion is better in term of the classification 

accuracy. Therefore, EL criterion DT classifier with maximum 

depth of 20 is used to be trained and modeled using the 

generated dataset. 
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Fig. 14. Classification Accuracy versus the Maximum Tree 

Depth for DT Classifier  

After generating, mining, and processing the dataset, and 

building the ML model, the performance metrics of ML 

classifiers are evaluated using confusion matrix, accuracy, 

specificity, sensitivity and F1 score. The confusion matrix 

shows the number of examples that correctly and incorrectly 

predicted. In Fig. 14, the confusion matrices of the LR, SVM, 

and RF classifiers are shown.  The first row at the bottom of 

the confusion matrix shows the number of examples that 

correctly (i.e. True Positive (TP)) and incorrectly (i.e. False 

Negative (FN)) predicted as suitable examples for FSO 

communication. On the other hand, the second row at the top 

of the confusion matrix shows the number of examples that 

incorrectly (i.e. False Positive (FP)) and correctly (i.e. True 

Negative (TN)) predicted as unsuitable for FSO 

communication. The performance of ML classifier increases 

for high number of TP and TN examples, which are the 

summation of the first diagonal of the confusion matrix. 

Similarly, it rises for low number of FP and FN examples, 

which are the summation of the second diagonal of the 

confusion matrix. Therefore, the rows and columns of 

confusion matrix represent the actual and predicted labels, 

respectively. As shown in Fig. 15, the SVM classifier is better 

in term of prediction errors between the real values and the 

predictive values of examples. 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Fig. 15. Confusion Matrix: (a) LR Classifier, (b) DT 

Classifier, (c) SVM, and (d) RF 

In the Table 3, the accuracy score, train and test score, 

specificity, sensitivity and F1 Score are shown for LR and DT 

classifiers.  The accuracy score is the percentage of corrected 

prediction of examples (i.e. TP+TN) with respect to all 

examples (i.e. TP+TN+FP+FN) and it is computed as follows: 

 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 𝑆𝑐𝑜𝑟𝑒 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
 (34) 

The sensitivity or the recall score is the percentage of 

corrected prediction of positive examples (i.e. TP) with 

respect to all examples that are predicted as positive examples 

(i.e. TP + FN).  It is computed as follows: 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
 (35) 

The specificity or the precision score is the percentage of 

corrected prediction of positive examples (i.e. TP) with 

respect to all actual positive examples (i.e. TP + FP).  It is 

computed as follows: 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
 (36) 

The F1 score combines the recall score and the precision 

score, and it is computed as follows: 

𝐹1 𝑆𝑐𝑜𝑟𝑒 = 2 ×
𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 × 𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 + 𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 
 (37) 

The train and test scores evaluate the fitting of ML classifier 

using the training and testing examples.  As shown in Table 3, 

the accuracy score of DT is 0.95 which means that 95% of test 

examples are predicted correctly and 5% are predicted 

incorrectly. Similarly, the accuracy score of LR, SVM, and RF 

are is 0.90, 0.97, and 0.96, respectively. 

The sensitivity or the recall score of DT is 0.95 which 

means that 95% of test examples that actually labeled as 

"suitable" are predicted correctly and 5% are predicted 

incorrectly. Similarly, the sensitivity or the recall score of LR, 

SVM, and RF are is 0.90, 0.97, and 0.96, respectively. 

The specificity or the precision score of DT is 0.95 which 

means that 95% of examples that are classified as "suitable" 

are predicted correctly and 5% are predicted incorrectly. 

Similarly, the specificity or the precision score of LR, SVM, 

and RF are is 0.90, 0.97, and 0.96, respectively. 

The F1 score balances the precision and recall. The F1 score 

of DT, LR, SVM, and RF are 0.95, 0.90, 0.97, and 0.96, 

respectively.  This indicates that both precision and recall are 

high and the ML models are performed well. 

Therefore, SVM classifier is better in term of metrics 

performance, compared other classifiers. Therefore, SVM 

classifier is used to predict the output label of suitability for 

any new input data of weather conditions and distance 

between TX and RX FSO nodes.  

TABLE 3 

 PERFORMANCE METRIC FOR DT AND LR CLASSIFIERS 

Metric Value 
ML Classifier 

DT LR SVM RF 

Accuracy 

Score 
0.95 0.90 0.97 0.96 

Recall Score 

(Sensitivity) 
0.95 0.90 0.97 0.96 

Precision Score 

(Specificity) 
0.95 0.90 0.97 0.96 



Menoufia Journal of Electronic Engineering Research (MJEER), VOL. 1, NO. 34, January 2025 

 

51 

 

F1 Score 0.95 0.90 0.97 0.96 

Fig. 16 shows the predicted class of the suitability between 

different FSO nodes, for the monthly average weather 

conditions in Gaza Strip that are plotted in Fig. 11, and the 

distances between FSO and RX nodes that are plotted in Fig. 

10. The results show that when the environmental weather 

conditions are bad, the FSO communication is less effective 

and weakens. Furthermore, the FSO communication is not 

possible for high distance separation between FSO nodes. As 

shown in Fig. 16, the FSO communication is more effective in 

summer and spring seasons in Gaza Strip, compare with the 

winter and autumn seasons because of the rain fall in winter 

and autumn seasons. Therefore, the proposed FSO-CC scheme 

is a Decision Support System (DSS) that decide if it is 

possible to transmit the data using FSO or other 

communication links according to the current weather 

conditions and distance between the FSO TX and RX nodes.     

   

   

   

   
 

Fig. 16. Classified Suitability among the FSO Nodes for all 

Month 

Fig. 17 and Fig. 18 show the number of occurrences for 

𝑠𝑢𝑖𝑡𝑎𝑏𝑖𝑙𝑖𝑡𝑦 = 0 and 𝑠𝑢𝑖𝑡𝑎𝑏𝑖𝑙𝑖𝑡𝑦 = 1 with changing 

𝑆𝑁𝑅𝑚𝑖𝑛(𝑠𝑇𝑋, 𝑠𝑅𝑋) for 𝑃𝑇
𝑚𝑎𝑥(𝑠𝑇𝑋) = 0 dBm and 𝑃𝑇

𝑚𝑎𝑥(𝑠𝑇𝑋) 

for 𝑆𝑁𝑅𝑚𝑖𝑛(𝑠𝑇𝑋, 𝑠𝑅𝑋) = 15.56 𝑑𝐵, respectively.   

𝑆𝑁𝑅𝑚𝑖𝑛(𝑠𝑇𝑋, 𝑠𝑅𝑋) changes from 5 dB to 50 dB with 5 dB 

steps and 𝑃𝑇
𝑚𝑎𝑥(𝑠𝑇𝑋) changes from -20 dBm to 25 dBm with 5 

dBm steps.  

For each value of 𝑆𝑁𝑅𝑚𝑖𝑛(𝑠𝑇𝑋, 𝑠𝑅𝑋), the training dataset is 

generated using Algorithm 1. Then, the generated training 

dataset is used to learn the DT classifier to get the model of 

DT classifier for prediction using Algorithm 2. After that, the 

monthly weather conditions in Gaza Strip during a whole year 

and each possible distance between the FSO TX and RX 

nodes are passed as a new input features 𝐗_𝑛𝑒𝑤 to DT 

classifier to predict the output label of suitability y_𝑛𝑒𝑤. 

Therefore, 𝐗_𝑛𝑒𝑤 has 12 𝑚𝑜𝑛𝑡ℎ𝑠 × 12 𝐹𝑆𝑂 𝑛𝑜𝑑𝑒𝑠 ×
 12 𝐹𝑆𝑂 𝑛𝑜𝑑𝑒𝑠 = 1728 inputs to DT classifier, which are 

predicted to get 1728 suitability outputs values. The same 

steps are performed for each value of 𝑃𝑇
𝑚𝑎𝑥(𝑠𝑇𝑋). 

The number of occurrences of when 𝑠𝑢𝑖𝑡𝑎𝑏𝑖𝑙𝑖𝑡𝑦 = 0 and 

𝑠𝑢𝑖𝑡𝑎𝑏𝑖𝑙𝑖𝑡𝑦 = 1 are recorded and plotted in Fig. 14 and Fig. 

15 for each value of 𝑆𝑁𝑅𝑚𝑖𝑛(𝑠𝑇𝑋, 𝑠𝑅𝑋) and  𝑃𝑇
𝑚𝑎𝑥(𝑠𝑇𝑋), 

respectively.  With increasing the 𝑆𝑁𝑅𝑚𝑖𝑛(𝑠𝑇𝑋 , 𝑠𝑅𝑋), the 

transmitted power that is required to satisfy 𝑆𝑁𝑅𝑚𝑖𝑛(𝑠𝑇𝑋, 𝑠𝑅𝑋) 
increases. Since the 𝑃𝑇

𝑚𝑎𝑥(𝑠𝑇𝑋) of the FSO TX node is fixed 

to 0 dBm, the number of occurrences for  
𝑠𝑢𝑖𝑡𝑎𝑏𝑖𝑙𝑖𝑡𝑦 = 0 rises as shown in Fig. 17. With increasing 

the 𝑃𝑇
𝑚𝑎𝑥(𝑠𝑇𝑋), the chance to increase the transmitted power 

that is required to satisfy 𝑆𝑁𝑅𝑚𝑖𝑛(𝑠𝑇𝑋, 𝑠𝑅𝑋) increases. 

Therefore, the number of occurrences for 𝑠𝑢𝑖𝑡𝑎𝑏𝑖𝑙𝑖𝑡𝑦 = 1 

rises as shown in Fig. 18. 

 
Fig. 17. The number of occurrences versus 𝑆𝑁𝑅𝑚𝑖𝑛(𝑠𝑇𝑋 , 𝑠𝑅𝑋) 
for different suitability values 

 
Fig. 18. The number of occurrences versus 𝑃𝑇

𝑚𝑎𝑥(𝑠𝑇𝑋) for 

different suitability values 

In Fig. 19 and Fig. 20,  the number of occurrences for 

 Suitability=0 

 Suitability=1 

 

 Suitability=0 

 Suitability=1 

 

 Suitability=1 

 

 

 Suitability=0 
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𝑠𝑢𝑖𝑡𝑎𝑏𝑖𝑙𝑖𝑡𝑦 = 1 and 𝑠𝑢𝑖𝑡𝑎𝑏𝑖𝑙𝑖𝑡𝑦 = 0 are plotted with the 

𝑃𝑇
𝑚𝑎𝑥(𝑠𝑇𝑋) for different values of 𝑆𝑁𝑅𝑚𝑖𝑛(𝑠𝑇𝑋, 𝑠𝑅𝑋), 

respectively. The dataset for any new FSO performance such 

as 𝑆𝑁𝑅𝑚𝑖𝑛(𝑠𝑇𝑋, 𝑠𝑅𝑋) and FSO TX node capabilities such 

as 𝑃𝑇
𝑚𝑎𝑥(𝑠𝑇𝑋)  is generated using Algorithm 1.  After that, the 

DT classifier is trained and modeled using Algorithm 2. As it 

is discussed in Fig. 18, with increasing 𝑃𝑇
𝑚𝑎𝑥(𝑠𝑇𝑋), the 

number of occurrences for 𝑠𝑢𝑖𝑡𝑎𝑏𝑖𝑙𝑖𝑡𝑦 = 1 increases as 

shown in Fig. 19, and the number of occurrences for 

𝑠𝑢𝑖𝑡𝑎𝑏𝑖𝑙𝑖𝑡𝑦 = 0 decreases as shown in Fig. 20. As it is 

discussed in Fig. 17, with increasing 𝑆𝑁𝑅𝑚𝑖𝑛(𝑠𝑇𝑋, 𝑠𝑅𝑋), the 

number of occurrences for 𝑠𝑢𝑖𝑡𝑎𝑏𝑖𝑙𝑖𝑡𝑦 = 1 decreases as 

shown in Fig. 19, and the number of occurrences for 

𝑠𝑢𝑖𝑡𝑎𝑏𝑖𝑙𝑖𝑡𝑦 = 0 rises as shown in Fig. 20. Therefore, the FSO 

communication is more efficient and available when 

increasing the FSO TX parameters such as increasing its 

capability of transmitting high power. Furthermore, reducing 

of the FSO performance in term of minimum received SNR 

leads to enhance the suitability of using FSO communication.  

 
Fig. 19. The number of occurrences of 𝑠𝑢𝑖𝑡𝑎𝑏𝑖𝑙𝑖𝑡𝑦 = 1 with 

𝑃𝑇
𝑚𝑎𝑥(𝑠𝑇𝑋) for different 𝑆𝑁𝑅𝑚𝑖𝑛(𝑠𝑇𝑋 , 𝑠𝑅𝑋) 

 
Fig. 20. The number of occurrences of 𝑠𝑢𝑖𝑡𝑎𝑏𝑖𝑙𝑖𝑡𝑦 = 0 with 

𝑃𝑇
𝑚𝑎𝑥(𝑠𝑇𝑋) for different 𝑆𝑁𝑅𝑚𝑖𝑛(𝑠𝑇𝑋 , 𝑠𝑅𝑋) 

VII. CONCLUSIONS 

This paper emphasizes on the Free Space Optical (FSO) as 

a communication link between different locations on the 

ground for secure and high data transfer. Real time weather 

data including rain, visibility, and snow is obtained for Gaza 

Strip and is averaged for a period of twelve months. 

Furthermore, the distances among different actual locations in 

Gaza Strip is computed and tabulated. Decision tree and 

logistic regression classifiers are adopted to predict the 

channel suitability. The training dataset is generated to train 

the machine learning classifiers, according to the weather data, 

FSO transmitter and receiver parameters, and the distances 

among locations. The weather data and distances among 

locations are used as input features for machine learning 

classifiers. The output label of the machine learning classifiers 

is the class of channel suitability for FSO communication 

which is either a value of zero for channel stability and a value 

of one for channel unsuitability. The results show that in the 

presence of bad environmental factors, the quality of FSO 

channel is not suitable for FSO communication. Moreover, 

with increasing the transmitted power or reducing the required 

minim signal to noise ratio, the FSO channel stability 

improves. The performance of the decision tree and logistic 

regression classifiers are compared, and the results show that 

the decision tree classifier has better accuracy, sensitivity and 

fewer errors between the true and predictive values, compared 

with decision tree classifier. 

The future work focuses in developing a routing algorithm 

to find the best multi-path route (i.e. indirect path) between the 

FSO TX and RX nodes, once the direct FSO path between 

FSO TX and RX nodes is unsuitable for FSO communication.  
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