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In the age of big data, users generate a huge r@mafudata daily due to the rapid

development of technology and the internet. Theda dre impossible to store or process
by a single machine or in a traditional way. S@ tteed to use distrusted storage and
processing systems was an emergency, such as #ubhépladoop system, which provides
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a fault-tolerant, dependable, horizontally scalahted effective service. It is based on the
Hadoop distributed file system (HDFS) and MapRedid¢sn, as experts and businessmen
say, business is data. The need for analysis teratahd business patterns and get

Hadoop

HBase

Hive

Tableau

Artificial Intelligence

significant insights from the available data iswgimg exponentially with the huge amount
of data. Various organizations require an undedstgnanalytical principle using machine
learning, data prediction, and statistical techaguPreviously, only developers could
perform these tasks; however, company workers cam immediately access these
capabilities with cutting-edge tools. This reseaads to integrate artificial intelligence

with big data storage and analysis systems, usadpblp, PySpark, Artificial Intelligence
Algorithms, and Tableau to improve data processffgciency and provide accurate

analytical insights.

1. Introduction

Concrete has a significant impact effect on therenment,
consuming materials from nature and generatingamef carbon
dioxide for every ton of (OPC) produced. Five petcef the
greenhouse gases released into the atmospherewideldre
produced during the cement making process [1, 61461050, it
is expected that annual greenhouse gas emissitirexeged 2.34
billion tons if current conditions continue [3-4].

Currently, vast databases cannot be handled tadlty due
to the quick growth of information technology aheé expanding
use of artificial intelligence. Additionally, adveed digitalization
techniques combined with newly created modern telcgies
enable better, more value-added,
manufacturing and service operations.

This research explores the effect of artificiaklhigence (Al)
in big data storage and analysis and uses busittefigence (BI)
tools for data visualization. The main objectives:

* Improve big data management and storage usingaded

distributed system and Cloudera QuickStart VM for

distributed data management. It leverages HDFSg, Hind
Spark for efficient storage and processing.

e Utilize Al techniques such as K-means Clusteringndm
Forest, and Decision Tree by using Python and RkSpa
effective data analysis. The integration of Al emtes
pattern recognition, trend analysis, and prediahageling,
enabling informed decision-making.

« Evaluate Al model performance based on accuracy.

« Present results using Tableau to facilitate inetgtion and
data-driven decision-making.

e Tableau is a business intelligence tool based ofoAtiata
analysis and visualization.

This study provides a practical framework for optimg big

and more econbmicdata processing in real-world applications. Fos¢éhebjectives, we

use the Hadoop echo system on Cloudera quick\8téuto store
data and retrieve it, apply Al algorithms for bigtal analysis, and
use Tableau as a business intelligence tool base for data
analysis, visualization, and translating complextadanto
actionable insights. By combining distributed straAl-driven
analysis, and interactive visualization,

This paper is structured into seven sections. @ecine gives
a brief introduction to the objectives and matetiséd. Section
two presents a background of big data and analysisiding the
meaning of big data, the latest statistics for usdsg data, some
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basic definitions for the Hadoop ecosystem, andntipertance of
data analysis. Section three gives a literaturiewe Section four
discusses the Methodology and processes of stdhiegdata,
retrieving it, and its analysis. Section five hights the results of
our experiments. Section six presents the discussiad

conclusion. Section seven gives the future work.

2. Background

2.1. Big data meaning

Big data is defined as enormous, complicated dstase

requiring novel computer techniques rather thaiclpnes. They
might be unstructured, semi-structured, or stra@cturGartner
describes big data as "high-volume, high-velocand high-
variety information assets that demand cost-effectinnovative
forms of information processing to enable enhanuesight,
decision making, and process automation [1].dh&racterized by
5 V's: Volume (Size), Velocity (Speed), Variety (@plexity),
Veracity (data quality), and value of the data.

2.2. Thelatest Satistics of Big data

» Every day, 2.5 quintillion bytes of data are crdate

Flume: it is a distributed, reliable service used dfficiently
collecting, aggregating, and moving large amouhtegdata.

Sqoop: The tool easily transfers structured datemfran
RDBMS to HDFS while preserving structure. That deslus to
query the data; it stands for SQL to Hadoop. Itksdry spawning
tasks on multiple data nodes to download variotia partions in
parallel. When you're finished, each piece of dat&plicated to
ensure reliability and spread out across the alustensure you
can process it in parallel on your cluster; we sgeop in this
project to automatically load data from MySQL to H®

Pig: it is a high-level platform for creating MapiRee
programs used for data processing and analysis

Oozie: the coordinator and workflow scheduler ayste
manage our Apache Hadoop jobs. It coordinates {bht are
triggered by frequency or data availability.

Cloudera Manager: a tool for monitoring and manggtme
cluster's configuration.

Parquet: is the file format, a columnar storagaraygement
explicitly designed for large-scale queries typical data
warehouse scenarios.

* The global big data market, estimated to be worth Hue: is Impala's app to query our data and proaiditerface

$307.52 billion, is expected to grow to $745.1%idwil
by the end of 2030.

« Almost 97% of companies globally have investedign b
data [2].

2.3. Basic definition used in this paper

for many tools on CDH on port (8888) on the Cload@anager.

Impala: it is Cloudera's open source for massiyeyallel
processing (MPP) SQL query engine for data stareddomputer
cluster running Apache Hadoop, also used for theristy of
databases and tables between the two componeiselyating
with the Apache Hive meta store database.

Apache Hadoop: Apache Hadoop is a distributed data Tgpleau is the most potent growing data analytiesa d

processing framework that uses easy algorithmsdbagethe
Google File System (GFS). It offers high throughpfault
tolerance, ample file storage, Scalability, relihi and cost-
effectiveness, making it suitable for large data §&. It consists
of:

Hadoop Distributed File System (HDFS): providesighly
reliable, fault-tolerant, and scalable distributidd system for
storing big data across the clusters by dividingfites into blocks
with replicated files and distributing them acrosesles on clusters.

MapReduce: The programming model and processingneng
enables the distributed processing of big datasacotusters by
breaking tasks into maps, reducing phases, andutgcthem
across nodes on the cluster parallel distribution.

Spark: Spark is a fast and general computing enfpne
Hadoop data and a wide range of applications schHEEL,
Machine Learning, Stream processing, and graphysisallt
allows the user to load data into memory and gitegpeal.

HBase: It is a data warehouse tool that suppame lamounts
of sparse data.it is a No-SQL database that ukeg-galue store
run on top of Hadoop and provides real-time reatharite access
to data stored in HDFS.

Hive: Data warehouse infrastructure provides an -8k
query language called HiveQL, which allows userguery and
analyze data stored in HDFS.

visualization platform. It uses several algorithtinat help people
to understand and view the data, such as:

Machine learning algorithms such as clusterirggssification,
and recommendation

Descriptive statistics such as bars, pie charts haat maps.

Predictive analytics is used for predictive analytmodels,
showcasing trends, and displaying forecasted values

Spatial Analytics is used for geospatial visual@as, mapping,
and location-based insights.

Text Analytics algorithms visualize sentiment as#y word
frequency, or other text-based insights.

2.4. Big Data Analysis and its Importance;

Big data analytics is essential in various fielttsanalyzes
vast, huge volume and unstructured  datasets to
identify correlation patterns and forecast consumeferences.
It aids in informed decision-making, product cusization, and
innovation, enhancing customer experiences, prodystand
cost reduction by streamlining processes and ifyémgi
development opportunities [4].
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2.5. Big Data Analysisusing Al, Bl tools based on Machine and
deep learning

Business intelligence systems (BI) combine dpmral and
historical data with analytical tools to offer coetiive and
significant information. It aims to improve dataadjty and
timeliness, enabling managers to understand compamngs. This
study uses Tableau as a Bl tool that providesJiseal analytics

[5].

3. Literature Review

In [6], they combined several big data analyticatimods to
analyze integrated customer data. In this reseatay used
several techniques to optimize more effective amiglligent
strategies for customer segmentation; they combtimedegency,
frequency, and monetary value (RFM) model, K-medinstering
Algorithm, Naive Bayes' Algorithm, and linked Bloofifters.
They focus on big data mining algorithms and prepdse
analytics steps to determine customer segmentatiG@iegies.
They used the RFM model to divide the customers fiavorite,
general, and Inactive customers depending on ktesiavior and
transactions, then applied the K-means Clusteritgpi#thm to
divide data of sales to favorite and general, thesd Naive Bayes
Algorithm to predict new orders based on the presianalysis,
lastly, the store data of inactive customers ukiBg.

[7] presents a tensor-based big data managemémtigee to
reduce the dimensionality of data gathered fronmars city's
Internet-of-Energy (IoE) environment. They extriet core data
from collected data by using tensor operations sch
vectorization, participation, and tenderization hwithe help of
higher-order singular value decomposition, therestioe core data
on the cloud after reducing the dimensionality aftad They
identify users who take part in the demand respofide)
mechanism and classify the end-users (residemtibt@ammercial)
by using vector machine (SVM)--based classifietts inormal,
overloaded, and under-loaded categories. Theittrelsaws that
the suggested tensor-based method for DR managehsepierior
to the existing scheme.

In [8], this research proposed a review of recesrids in the
big data life cycle on the floor and describing htealogies,
approaches, and strategies for every phase oktlensstages of
the big data life cycle in manufacturing, with anghasis on the
user interface, maintenance, automation, qualityrot decision-
making, energy optimization, and flexibility. Itsal proposed the
challenges and future research directions in Shopfl big data
life cycle, data collection techniques, and datangmission
protocols. It lays the foundation for possible fetstudy avenues.
The result shows that Regardless of the data'sspdata privacy
and any legal limitations that might be applicabl@ave been
emphasized as crucial factors, and The removalfitedng of
unnecessary data, which could lower costs and psoag power
in applications with budgetary or storage limits, not given
enough attention. [8].

In [9], they examine big data analytics researchguartificial
intelligence methods. They choose relevant resgaublications
using the Systematic Literature Review (SLR) methbdese
mechanisms are investigated by four groups: macleiaming,

search methods, optimization theory, knowledge-dased
reasoning approaches, and decision-making algasitfifmey also
discuss the advantages and disadvantages of teercAd-driven
big data analytics methods and analyze the relewagttics,
contrasting them regarding privacy, Scalabilityficiéncy, and
precision. Their results show that most Machinenieg-based
systems have improved efficiency and accuracy as kiby
components. However, using inconsistent or inseffic data
could lead to inaccurate results. Using searchebapémization
techniques is very precise and efficient. Howevdrese
approaches are not sufficiently scalable. Usingtimavledge base,
reasoning, and knowledge-based methods enhancgsadligy of
the analytics. Their development's relative sinifli&ven if there
is less coverage for various scenarios, high poetisvill be
provided by the scenarios these systems cover. Wsti@nt
programming problem simulates a decision-makindlern, and
a utility function maximizing is used to determittee desired
solution. These techniques perform well in termsaofuracy,
efficiency, and Scalability. They also present Erajes, such as
fog computing, processing vast quantities of dategurity,
qualitative parameters and metrics, and data galit

From the literature reviews above, we can notieg 8] has
pointed to the uses of artificial intelligence ig data analysis and
mentioned the advantages and disadvantages ofivdrdbig data
analytics methods, such as privacy, Scalabilityd afficiency.
They all concurred that the K-means clustering Athm is the
most effective and appreciated data mining methdbde research
community; therefore, we took advantage of themapmlied the
same technique to big data analysis. Most of thelysonly
addresses one of the two topics: big data anatysitorage. Still,
we merged the two and will discuss research praesdua future
research.

4. Methodology

This paper provides an overview of Big data storagd
analyses and the benefits of using Al on big datee first
objective is storing big data; we used Retail sanguiperstore
databases on Cloudera quick start VM which is dualr
machine image provides a simple exploration andceexEnt
on the Cloudera data platform (CDP) and Hadoop ystes
and other big data technologies on the local Machiithout the
extensive and the complexities of setting up adoéle cluster
and adjust it's setting to be (8GB Ram — 2 coregssor — 64GB
Memory) as a single node cluster. The second abged to
analyze the big data; we Applied Al Algorithms sashRandom
forest, Discussion tree, and K-means clusteringalii,We use
the Tableau program for analysis and visualizatare of the
Business Intelligence tools that depend on Al arathine
learning.

4.1. Sorage of Big Data using Cloudera quick start VM

We used Apache Hadoop to store the data, the most
significant framework for storing and processing lbiata in
parallel and distributed ways. It is also a metfardresolving
big data challenges [10]. The data source usedawRstailed
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dataset of 12.8 MB.it is preinstalled on the Claadguickstart
VM and consists of 6 tables.

HDFS Architecture

Metadata (Name replicas,...)

NETENORERS — momatooldata 3,..

.

Meladata ops

0
.’
»

Read‘ DalaNode

Block ops

DalaNodes
na - L Replication . | 0
| | | | |
Blocks |

Blocks
o
A\l/A- f
Rack 2

Rack 1

Figure 1: HDFS Architecture[11]

HDFS is one of the Hadoop ecosystems, as showigurd-1.
HDFS architecture consists of four parts:

1. Name Node: it is the master node on the HDFS arctite,
used to store and generate metadata of the fiterayand
directories, such as file names, permissions, dodkb
locations. There is only one active name node emlimster.

2. Secondary Name Node (SNN): It is not a standby name
node; it collects file system metadata from thévaddame
Node at regular intervals and combines it with fie
system namespace's current state. In case ofuaefaihis
procedure helps minimize the time needed for thené&a
Node to restart.

3. Data Node: used to store and manage actual datepac
the data blocks; it manages to name ngagodically with
the list of blocks they storéiDFS runs multiple data node
instances.

4. Client: allows services to access Hdfs and retutas
obtained from name node and data node to senkif@sS
runs multiple client instances [11].

The Data Writing process in detail

1. The Client sends a request to write to the Name nalAP|
invoked by the service application.

2. Name Node oversees the management of the filersigste
metadata, which includes block locations, file piesions,
and namespace structure. It creates a file nottheimetadata
after the Client connects to it and ensures ttefité is new
and the Client has the necessary permissions &becite

3. The Client connects to data nodes and obtains dls#iqn
and data block number from the name node, whicihhects
to The Data node. The DFSOutputStream divides tta d

written by the Client into fixed-size blocks, typlty 128 MB
or 256 MB in size, which it then sends to the igfeeue, an
indoor queue. The Data Streamer consumes the datzeq
and is responsible for selecting appropriate daties from
the inventory to store the replicas and requesti®gname
node to allot new blocks. The set of data nodeatesea
pipeline; in this case, we'll suppose that theeetlaree nodes
in the pipeline due to the replication factor afeil (primary
and two copies). The main data node in the pipekceives
the packets from the Data Streamer and stores Hefare
forwarding them to the second data node in thdipipeThen,
the data node sends the Client a confirmation ngesaéier
completing the data writing, and services invokitlose
the file.

. The Client establishes a connection with the naoderto

ensure the data writing is finished and to makentlke¢adata
long-lasting, as shown iRigure 2

2creale
U ' mclode
Tcomplele

NameNodo

Client node

4write packe!

DalaNode DataNodo DataNode

Figure 2: The Block Diagram of Data on HDFS[11]

The Data Read process in detail

2:get block location
NameNode

NameNode

1:0pen Distributed
3read i FileSystem

N FSData
InputStream

6:close

Client node -
5 read

4:read .
DataNode DataNode DataNode

DataNode DataNode DataNode

Figure 3: The Block Diagram of Data Read on HDFS[11]
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A pseudo-code for the data-writing process:

Algorithm : Write the data into HDFS

Input : mysql database (Retail_db) consist of 6 Tables {Departments- Categories — Products —
Order_Times —Orders — Customers }

output : Data base will be stored on HDFS on the cloudera quick start vm

Steps :
1-  set up the cloudera quick start vm
- Install it on my system ,start it
2-  Access Hadoop Ecosystem services
- Launch the cloudera manger and ensure that all the Hadoop services are running such as
HDFS ,Hive and Hbase .
3- Write the code for storing the data into HDFS

- Use Apache sqoop to transfer the data from RDMS to HDFS to enable us to query it eas-
ily -

Import the data into a form which prepared for Impala (the open source analytic query
engine included with CDH)

Using the Apache Avro File formate for loading the data into Impala to be easily accessi-
ble since Avro is Hadoop optimized file formate

-- sqoop import-all-tables \
-m1\
--connect jdbc:mysql://quickstart:3306/retail_db \
—-username=***%* \
--password="*****\
--compression-codec=snappy \
—-as-parquetfile \
—-warehouse-dir=/user/hive/warehouse \
--hive-import
4- Verify that the data has been imported to HDFS
- hadoop fs -Is /user/hive/warehouse/

- hadoop fs -Is /user/hive/warehouse/categories/

A pseudo-code for the data Reading process
Algorithm : Read the data from HDFS

Input : distributed data base stored on HDFS
output : Data read from HDFS
Steps :

1- Verify that the data has been imported to HDFS
-- Display the directory information by the command

-- hdfs dfs -Is /path

--hadoop fs—Is // shows the number of items founded on HDFS and display it like the
example below :

Found 3 items

drwx------ - cloudera cloudera 02023-03-01 02:49 .staging
drwxr-xr-x - cloudera cloudera 02023-03-01 02:49 departments
drwxr-xr-x - cloudera cloudera 02023-01-02 20:45 input

2- display the tables and it's content
--hadoop fs —Is /user/hive/warehouse / departments
Found 2 items

1 cloudera cloudera

-rW-r--r-- 02023-03-01 02:49 departments/_SUCCESS

-rw-r--r-- 1 cloudera cloudera 60 2023-03-01 02:49 departments/part-m-00000

-- hadoop fs -Is departments/part-m-00000

. The Client sends a request for reading to the Naode via
API invoked by the service application.

. The Client establishes a connection with The naodeTo
access file information (data block and data node
information)

. To read the file, the service application callsAd.

4. By using the information from the name node, therdl
establishes a connection to The data node to locate

5. The Client connects to the data node dependinghen t
information from thename node tolocate the nearest
corresponding data blocks.

6. The service application uses the close APl to emel t

connection once the data reading is finished, asvshin
Figure 3

4.2. Big Data Analysis

%]

Data Analysis

-

Data Collection

w wy

Data Preprocessing

NN

Data

Data Visualization

Clustering | Regression | (Association
Analysis || Analysis Analysis

i1

D,
Data Pracessing Decision Making

Data Data Data
| Integration )| Cleaning | | Reduction ) Transformation
Figure 4: showsthe stages of big data processes and analysis

[12]

Integrating big data analytics and business igfetice has
altered decision-making for many firms. These twolg are
essential for corporate success and innovation dmtain a
competitive edge, as shown in Figure 4. Businesses$ncrease
performance, improve customer experiences, andewaehi
sustainable growth by implementing unique methogieland
platforms to address their big data concerns tHrotlge
adoption of best practices and the exploration @fative
solutions, as many Fortune 1000 organizations Have [13]

Big Data Analysis using Artificial Intelligence (Al).

The study presented an example of using Al algmstsuch
as classification to forecast jobs based on inpatures and
clustering to divide jobs into groups and identifydden
patterns. Finally, it provides visualizations toltheusers
understand the data and forecasts. Furthermore,stindy
employs PySpark in an ordered pipeline to effidieptocess
large amounts of data and apply scalable machareileg and
artificial intelligence techniques. The data setdis a LinkedIn
dataset with a size of 5 GB.
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5. Results

5.1. Importing the data into HDFS

We used a retailed database base, a MySQL datalveady
installed on the local Cloudera Quick Start VM hdistan also
be downloaded from [14]. The data comprises 6 Table
[Departments- Categories — Products — Order Tin@slers —
Customers] with a size of 12.8 MB. Figure 5 shows t
database's ERD and some MySQL analysis beforeféraing
the data to HDFS, as shown in Figures [6,7].

SELECT c.customer_fname, c.customer_Iname,
o.order_date,o.order_status

FROM customers c JOIN orders o ON
(c.customer_id=o.order_customer_id)
WHERE c.customer_state='TX' LIMIT 20;

mysql> SELECT c.customer fname,c.customer lname,o.order date,o.order status FROM
customers c JOIN orders o ON(c.customer id=o.order customer id) WHERE c.custome
r_state='TX' LIMIT 20;

SELECT COUNT (*) as count FROM customers ¢ JOIN orders o ON
(c.customer_id=o.order_customer_id) WHERE
o.order_status='"PENDING_PAYMENT";

SELECT DISTINCT (Year (order_date)) FROM
orders WHERE
order_status='PENDING_PAYMENT";

| customer_fname | customer lname | order date | order_status
Brian wilson 2013-07- CLOSED
Mary Marshall 2013-07- COMPLETE
Joan Smith 2013-07- CLOSED
Mary Smith 2013-07- COMPLETE
Amy Smith 2013-07- COMPLETE
Jack James 2013-07- PROCESSING
Mary Garner 2013-07- CLOSED
Donald Smith 2013-07- PENDING PAYMENT
Mary werner 2013-07- PENDING
Mary Gutierrez 2013-07- PENDING_ PAYMENT
Kathy Little 2013-07- PROCESSING
Angela peterson 2013-07- COMPLETE
Jane pay 2013-07- PROCESSING
carolyn Price 2013-07- PROCESSING
Harold Johnson 2013-07- COMPLETE
Michael smith 2013-07 COMPLETE
Mary Chapman 2013-07 CLOSED
Michelle Bennett 2013-07 PENDING
Sandra Bennett 2013-07 CLOSED
Mary Smith 2013-07 COMPLETE
,,,,,,,,,,,,,,,, 5 4

+
20 rows in set (0.12 sec)

Figure 6: Showsthe orders of customerswho livein Texas

Database changed
mysql> SELECT COUNT(*) as count FROM customers ¢ JOIN orders o ON(c.customer id=
o.order_customer_id) WHERE o.order status='PENDING PAYMENT';

1 row in set (0.19 sec)

mysql> SELECT DISTINCT(Year(order_date)) FROM orders WHERE order_ status='PENDING
PAYMENT " ;

e +
| (Year(order_date)) |
e +
| 2013 |
| 2014 |
B et +

2 rows in set (0.12 sec) 3

FiguFe 7: Shows the count of pending payment ordersand itsdate

We loaded the database into HDFS using sqoop. ™en,
loaded it to an open-source analytics platformechlmpala on
CDH using Avro file format to analyze the data @éntly, as
shown in Figure [8,9]. We used Cloudera Quick Staftto set
specifications (2 core, 8GB RAM, and 64GB hard Hisk our
practical experience, We wanted to measure thalsgferriting
and reading data into HDFS, as shown in FigureOl0.results
show that writing six records with size 60 bytes3i5.5755
seconds (speed 1.6866 bytes /sec).
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Figure 10: Showsthe speed of writing small data.

cloudera@quickstart:~

File Edit View Search Terminal Help
Total time spent by all reduces in occupied slots (ms)=0
Total time spent by all map tasks (ms)=33833
Total vcore-milliseconds taken by all map tasks=33833
Total megabyte-milliseconds taken by all map tasks=17322496
Map-Reduce Framework
Map input records=1345
Map output records=1345
Input split bytes=87
Spilled Records=0
Failed Shuffles=0
Merged Map outputs=0
GC time elapsed (ms)=2583
CPU time spent (ms)=10220
Physical memory (bytes) snapshot=193531904
Virtual memory (bytes) snapshot=751714304
Total committed heap usage (bytes)=48234496
File Input Format Counters
Bytes Read=0
File Output Format Counters
Bytes Written=0
23/08/28 05:43:48 INFO mapreduce.Import]obBase: Transferred 46.1328 KB in 90.751
2 seconds (520.5443 bytes/sec)
23/08/28 05:43:48 INFO magreduce.lmportJobBase: Retrieved 1345 records.

Figure 11: Showsthe speed of writing data

)

L

Figure 11 shows that writing 1345 records with s16e13
KB in 90.751 seconds (speed 520.5 bytes /sec)ré&iishows
that writing 68883 records with size 2.861 MB in®9seconds
(speed 73.35 KB /sec). Figure 13 shows that readid4
records with size 0.23 MB in 12.6 seconds (speelHB&sec).

Hue - Editor - Mozilla Firefox

cloudera@quickstart:~

File Edit View Search Terminal Help

Total time spent by all reduces in occupied slots (ms)=0
Total time spent by all map tasks (ms)=15289
Total vcore-milliseconds taken by all map tasks=15289
Total megabyte-milliseconds taken by all map tasks=7827968
Map-Reduce Framework
Map input records=68883
Map output records=68883
Input split bytes=87
Spilled Records=0
Failed Shuffles=0
Merged Map outputs=0
GC time elapsed (ms)=133
CPU time spent (ms)=6200
Physical memory (bytes) snapshot=148365312
Virtual memory (bytes) snapshot=743714816
Total committed heap usage (bytes)=48758784
File Input Format Counters
Bytes Read=0
File Output Format Counters
Bytes Written=2999944
23/03/01 05:21:00 INFO mapreduce.ImportJobBase: Transferred 2.861 MB in 39.9403 seconds (73.3503 KB/s
ec)
23/03/01 05:21:00 INFO mapreduce.ImportJobBase: Retrieved 68883 records
[cloudera@quickstart ~]$ |

i

Figure 12: Showsthe speed of thewriting order table

Figure 13 shows that reading 1024 records withGi28 MB
in 12.6 seconds (speed 18 KB /sec)

fue

e | [
@ a ' BjOj &) g
Y lmpa]a Addaname...  Adda description
< O cloudera LR
Trash g : N L
.staging 1 select * from products;
departments 2|
dept3
input
user |

Figure 13 showsthe speed of the reading process
5.2. Big Data Analysis using Hive and Impala

-sqoop import-all-tables \
-m1\
--connect jdbc: mysql: //quickstart:3306/retail_db \
--username=retail_dba \
--password=cloudera \
--compression-codec=snappy \
--As-parquet file \
--warehouse-dir=/user/hive/warehouse \
--hive-import

The data is loaded through Impala using Avro (Hgdo
optimized file format) using the command aboves tommand
launches MapReduce jobs and creates tables on Aptich to
represent it via Impala. We used the Apache parfguetat for
transferring the data from MySQL to HDFS, whichype data
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into columns instead of rows by default and is ndied for
analytical applications on the Hadoop ecosystem;nilimbers
of .parquet equal the numbers of MapReduce jobsgjavsome
analysis on data using Hive and Impala as showgiares [14-
16].

product_id product_name revenue

m

11004 Field & Stream Sportsman 16 Gun Fire Safe 6637668,2623181152
2365 Perfect Fitness Perfect Rip Deck 4233794.3682899475
3 9 Diamondback Women's Serene Classic Comfort I 3946837.0045471191
4 1M Nike Menis Free 5.0+ Running Shoe 3507549.2067337036
5 502 Nike Meris Dri-FIT Victory Golf Polo 3011600
6 1073 Pelican Sunstream 100 Kayak 2967851.6815185547
71014 O'Brien Meris Neoprene Life Vest 2765543314743042
8 43 Nike Menis CJ Elite 2 T Football Cleat 2763977.4868011475
9 67 Under Amour Girs' Toddler Spine Surge Runni 1214896.220287323
10 565 adidas Youth Germany Black/Red Away Match Soc 63490

select p.product_id, p.product_name, r.revenue

from products p inner join

(select oi.order_item_product_id, sum(cast(oi.order_item_subtotal as float)) as revenue
from order_items oi inner join orders o

on oi.order_item_order_id = o.order_id

where o.order_status <> 'CANCELED'

and o.order_status <> 'SUSPECTED_FRAUD'

group by order_item_product_id) r

on p.product_id = r.order_item_product_id

order by r.revenue desc

limit 10;
Figure 14: Top 10 revenue-generating products Result

select c.category_name, count(order_item_quaatityount
from order_items oi

inner join products p

on oi.order_item_product_id = p.product_id

inner join categories ¢

on c.category_id = p.product_category_id

group by c.category_name

order by count desc

limit 10;

€2 aickstrt couden

"0+ P =

@Cloudera WhHue [iHodoopv BHBasev Mimpalav @iSparkv < Solr 3 Oczie ) Cloudera Manager % Gelting Started

Quey  ~ G e 0 Jobsz D dclovdera

= due

Figure 15: Most popular product categories and their count

| Hue - Dashboard - Mozla Firefox

@ Hue-Dashboard - Mo... | [ cloudern@quickstat~ | [ cloudera@quickstart~

select max(order_item_quantity) as highest_quantity , p.product_name 0.order_status
from order _items oi join products p on oi.order_item_product id =p.product_id

join orders o on o.order_id =oi.order_item_order id

group by p.product_name 0.order status

order by highest_quantity desc

limit 20;
highest_quantity product_name order_status

m

15 Cliegear Rovic Cooler Bag CLOSED
205 Glove It Women's Imperial Golf Glove CLOSED
35 Glove It Womeris Mod Oval 3-Zip Carry All Gol CLOSED
45 Clicgear 8.0 Shoe Brush ON_HOLD
55 Bridgestone e6 Straight Distance NFL Tennesse PENDING_PAYMENT
6 5 Hirzl Womens Soffft Flex Golf Glove CANCELED
75 Hirzl Women's Hybrid Golf Glove PROCESSING
8 5 Titleist Pro V1x Golf Balls COMPLETE
9 5 Team Golf Texas Longhoms Putter Grip PROCESSING
105 AiiaMamen's Free 50 TR FIT PRT 4 Training § CLOSED

cloudera@quickstart:~

Figure 15: Highest quantity for each order

5.3. Bigdata analysis using Al algorithms

We have applied various Al and machine learning YML
models, including Random forest Classifier (RF)shewn in
Figure 17, Decision Tree Classifier (DT) for supsed
learning, as shown in Figure 18, and K- means etusj for
unsupervised learning as shown on Figure 19. Tim&eddin
dataset is used in this section with a size of 5 Gie dataset
has been prepared and cleaned to handle and remissig
values. The result shows that the prediction ofrtlost jobs is
chosen according to the level and type of jobs thedsearch
country. The model was implemented using PySparkbvind
Python libraries. It was trained using 80% of tldadand tested
with the remaining 20%.

Random Forest: Number of Worked Jobs by Search Country, job Level, and job Type
200000 1

15000 |

150000 {

125000

b

Warked o

S 100000 |

Normbes

0000

Y,

Categories

Figure 17: Random forest
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Number of Warked jobs

Count

Decision Tree: Number of Worked Jobs by Search Country. job Level, and job Type

o] = make a decision, and a high-level overview of data
o collection and extraction, as shown in the results.
W s
100000 { e 120K s18K
% o @ - $103¢ sioac 3"
75000 { Odor | S0 | Lane 100K S?‘ - Asan
-,:.4 »T‘. —N . oK S o STEK 75k mx‘ ) s
oom 1 [ 70K ses¢ 7: { il
L_ ’ [ | “‘m‘ 53¢ b e =
« & & ‘;_f *f” &,,c"' i & &
Figure 18: Discussion treeresult
les KMeans Clustering: job Counts by Cluster Figure 20: Showsthetrend of a sum of Sales (actual & forecast) for
Order Date Month. Details are shown for the Forecast indicator.
10 Thedataisfiltered into Categories, which include Furniture, Office
Supplies, and Technology
T (XD
o - S
1K 45
04
02
00 - CI
-0.25 0.00 025 050 075 100 125
Cluster ID _
Figure 19: K- meansclustering " G
5.4. Data Analysisusing Tableau
* We used Tableau as a powerful Bl tool for Data 4sial ]
and Visualization using Al and ML techniques; it as a— =
powerful data visualization solution that helps pleoview Figure 21 showsrevenue per state asa map visualization.
and understand data and does not require any tzdhoni

programming experience. Many companies use Tableau
such as Honey Well, Hello Fresh, Lenovo, Verzoo, kis ' 2himdles
user-friendly, applicable to any business, easydoess

data reports, and has no necessary coding. Tablea '~ -
facilitates connections to a broad spectrum of gateed in oo |t e
different locations. L

* We used Tableau with a database sample super sto ‘ ;
downloaded from [15] with a size of 3.306 MB; we e ;
prepared the data and cleaned it for better resisitsg , = ___! B

Category | SubCategory

W soutn
W West

Joins, Relationships, union, Data blending, Daterpreter,
pivot, Aggregation, sort, group, and split.

* We applied filters to data on different categot@srganize Figure 22 shows sales of each sub-category and region.

the data to achieve its demand; many types ofditkan be ~ *« We applied some calculations to make the data
used, such as Dimension Filter, Measure FilteraBdter, interpretation easy.
Interactive Filter, Data source Filter, and Conteiker, as

Ve Tableau software has three types of Calculatioasi®
shown in Figure [17-19].

expression, Level of Detail expression known as |.@Bbd
«  We analyze data and create charts, maps, and fablas  Table Calculation) as shown in Figures [20- 23].
better representation of the information, a great wo
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f— S —
= Rows Sub-Category =
Trter FIXED LOD
SectTotal percentace
Sub-Catego.. Sates along,. of Total LOD  tatal LOD
Marks Phones 14°6 14a°%s 2,297.201
— Chairs 14°%% 14%c 2,297.201
08 Aciomantic B Storage 10%6 10%6 2.297.201
== ) = Tabies % sse 2257201
Color Size Text Binders 9% S% 2.297.201
= Machines =%e LS 2.297.201
=== = Accessories 7% 7% 2.297.201
Detan | | Tooris
Copiers 7% 7% 2,297,201
Bookcases s% see =2.297.201
Appliances S%6 5% 2.297.201
Furnishings s s 2.297.201
Monswre Vaines, Paper 3%e =38 2.297.201
Supplies 2% 2% 2.297.201
Are 1% 1%  =z.297.201
o — e iee  zesvzos
Labels 1% 1%  2.297.201
Fasteners oo ose 2297201
Grand Total 100% 100% 2297201

Figure 23: Shows Fixed Calculation applied to salesand
subcategories

Pages i Columns
=
Filers
inlude LOD

Sub-Catego.

Sales

Figure 24: shows subcategories by salesusing Included LOD
Calculation

Pages iii_Columns
= Rows
s exclude LOD
Exclude
Category  Sub-Catego. LOD  Sales
e Furniture 742.000 114,880
B 742,000 328.449
T Attoratic 2 742,000 ©1.705
- o 742,000 206,566
cotor | | size || Text Office 71s.047 107.532
= Supplies 715,047 27119
Detait | | Toottin bl LAl P
719,047 16.476
719,047  3.024
715,047 12486
719,047 78.479
Measure Values 719,047 223844
715,047 4as.674
Technology 836154 167.380
s36.154 14s.528
e36.154 18,235
s36.154 330.007

Figure 25: Subcategory and category by salesusing Exclude LOD
Calculation

Pagss il Coumes

KPI Table For Sub_Category per Region

Region

SubCotego. Certral  Ease  South  West
Marks Mcesois A A A a
opliences 7 a a a

e Tl a a a a
Sinders o A& & a

Boaes O O A O

Chairs o o & o

Coprers A A a a

Envelopes A A & a

faenes A A a a

Furnishings ¥ A A& &

Latels A & & A

Mshs O A O O

Paper A A& & a

Phones A A A o

Storage o 4o o &

Susohies o v o o

Tables o v o

Figure 26 shows the performance of the Profit Ratio for each
subcategory

Additionally, charts were created to show the dbation
of positive and negative dimension members to ¢hel talue

as a Waterfall Chart or charts containing bothdar line charts.

* Creating A Dashboard and Stories is a real-timeeasy-
to-read user interface that presents data graphiaal a
combination of various charts, Tables, Maps,
Calculations in one place to convey Business insigis
shown in Figures [24-27].

Sales
Sales by region Pie Chart Bar Chart Sales by sub-ategory
ol a0 157688
501240 : \
72558 Cortre
Wiest
e i
South BK WK 2 W e
Sales Weo
| B
Map Chart sales Distribution by State Dipicts Sales Trend over Time W viest
Sales
Order Date —

457,698

76381 4788
Colfoma. LIS7 9217 490%
NewMexcol 2196 16250 ,_
22023 Maphon © Opersection ,__ LouionsGeorgs |3 unknown |

Figure 27: Example of Dashboard
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Figure 28 shows an entire dashboard containing all data analys&
applied to the data set for better understanding
Highlight Action on Dashboard

C-sales | SC-sales

Category | Category / SubCategory

|L|; _ _|| |||l

Figure 29: using Highlight on Dashboard
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Tableau has many products besides Tableau Desiuo,
as Tableau Reader, Tableau Public Tableau Senafiedu
Online, Tableau Prep Builder, Tableau Mobile, Tahl€loud,
Tableau Prep, and Tableau CRM as shown in Figure 28

I Highlight Action on Dashboard MmMmobile vievw I

C-sales

Z7o.=3s

Category / Sub-Category

—

Figure 31: Mobileview for a dashboard

Sles

6. Discussion and Conclusion

Previous researchers have discussed various ajpyaoéar
storing or analyzing big data. Still, we wantedrterge the two
processes into one study and talk about the mfestteie ways
to do so. We used the Hadoop ecosystem on the &iaud
quickstart VM to store and extract the data. Aloaiitpms were
applied to study big data analysis, and we usedeaatfor data
visualization.

We noticed from practical work that the speed aflieg and
writing data in the Hadoop ecosystem might diffepending on
several factors, including:

1. Network communication speed: HDFS performance dgpen
heavily on it, but other bottlenecks exist. The adat
transmission speeds of hard drives are highly ceiti
particularly in high-speed local or metropolitanear
networks.

2.Data size and distribution: HDFS is very efficidot large
file processing, but it does not apply to large bens of small
files due to large numbers of map tasks createtbvgtoring
files, which reduces the file system's performariaager
files typically result in faster read and write ogtons than
smaller files due to reduced overhead.

depending on the configuration on the VM and thee sind
number of files being read or written.

The speed of data analysis using Tableau also depam
many factors, such as:

1. Data source: the type, size, and complex quergtife
speed of data analysis on Tableau.

2. Hardware configuration: more RAM and a solid-state
drive (SSD) can improve performance.

3. The complexity of the data model used, such as the
number of calculations, filters, and visualizations
simplifies it and increases the speed.

4. Using Dashboard design: An efficient dashboaratten
than many complex visualizations that limit the fugm
of parameters and fitters to increase performance.

The Benefits of Al in Big Data Analysis:

e Scalability: Al algorithms like those implemented i
Apache Spark can handle large-scale datasets withou
compromising performance.

« Automation: Machine learning models reduce manual
effort by automatically detecting patterns and mgki
predictions.

« Enhanced Decision-Making: Al models provide
actionable insights, helping businesses optimize
strategies based on data-driven conclusions.

e Improved Accuracy: Advanced classification models
like Random Forest and Decision Tree enhance the
accuracy of predictions compared to traditionalhods.

e Unsupervised Learning for Discovering Patterns:
Clustering methods such as K-Means help identify
hidden structures in data that might not be evident
through conventional analysis.

By leveraging Al, businesses can enhance workforce
planning, recruitment strategies, and market irtsignaking
data analysis more efficient and impactful.

7. FutureWork

3. Data Formats and Compression: The data formats and * We will focus more on prediction and data analysis.

compression methods can affect read and write spéent
instance, read performance can be enhanced by wimgplo
columnar storage formats like Apache Parquet orcApa
ORC, particularly for workloads involving analysis.
Although compression can lower storage needs,ntatso
result in higher CPU overhead when reading andngrdata.

So, The performance of Cloudera Quick Start VM may
be representative of a production-grade Hadooperlbecause
it is primarily a virtual environment intended flarning and
development rather than production use, so thesdtseare not
for general to store big data because of the spegtbs

»  Studying the security of big data storage and amsly
e Studying the search process on big data

The data is loaded through Impala using Avro (Hadoo
optimized file format) using the command aboves ttmmand
launches MapReduce jobs and creates tables on Apdib to
represent it via Impala. We used the Apache parfguetat for
transferring the data from MySQL to HDFS, whichype data
into columns instead of rows by default and is nadied for
analytical applications on the Hadoop ecosystem;nimbers
of .parquet equal the numbers of MapReduce jobsjaveome
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analysis on data using Hive and Impala as showgiares [14-
16].
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