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Abstract: The kidneys filter waste, toxins, and excess water from the bloodstream, promoting body
balance. Chronic kidney disease (CKD) is defined as a progressive deterioration of kidney function.
Chronic kidney disease is a serious health condition that affects people all over the world. Early
detection of kidney disease is crucial due to the lack of visible symptoms. The timely diagnosis of
chronic kidney disease (CKD) significantly impacts the patient’s health development and allows for
prompt treatment. The primary goal of this study is to detect the presence or absence of CKD in the
human body by analyzing various features obtained from medical tests. So, to accurately detect and
diagnose chronic kidney disease (CKD), we use machine learning techniques such as classifiers K-
Nearest Neighbor (KNN), Naive Bayesian (NB), Logistic Regression (LR), and Decision Tree (DT).
The study used the 400 instances and 25 features of the chronic kidney disease dataset obtained from
Kaggle. The elephant herd optimization feature selection algorithm identifies eleven key features.
Decision tree outperformed other classification algorithms, achieving an accuracy of 98.75%.
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Figure 1. Broad Category of Kidney-related Illness for Humans

1. Introduction

In today’s world, kidney problems are becoming more and more of a concern due to the severe dam-
age they provide to public health. Millions of individuals worldwide are impacted by these illnesses,
which compromise their physical health, put pressure on healthcare systems, and cause financial hard-
ship. To increase awareness and encourage preventative measures, it is essential to comprehend the
various forms of renal illnesses, their risk factors, and the increasing prevalence of these conditions.
For several causes, kidney illnesses are becoming more common in today’s culture. One main offender
is the rising incidence of diseases like high blood pressure and diabetes, both of which can seriously
harm the kidneys over time [1, 2].

Kidney diseases or Kidney-related illnesses are presented in Figure 1. It is a broad category of
diseases that impair the kidneys’ capacity to remove waste from your blood. Certain conditions, such
as acute kidney injury (AKI), progress quickly as a result of urinary tract obstructions or dehydration.
When treated quickly, AKI can occasionally be reversed, but in extreme circumstances, it can cause
irreversible kidney damage [3]. On the other hand, diabetes and high blood pressure can damage the
delicate kidney filtering units, causing chronic kidney disease (CKD), which advances slowly. The
most severe level of CKD, stage 5, necessitates dialysis or a kidney transplant in order to survive. Any
ailment that harms your kidneys and impairs their capacity to operate is referred to as kidney disease.
Acute kidney injury (AKI) and chronic kidney disease (CKD) are the two primary forms. Acute kidney
injury can be brought on by a number of conditions, such as acute dehydration, urinary tract obstruc-
tions, infections, or other fast-onset events that typically occur within hours or days [4]. When treated
quickly, AKI can sometimes be reversed, but it can also occasionally result in irreversible kidney dam-
age. On the other hand, chronic kidney disease progresses gradually over several years. Diabetes and
high blood pressure are the most common causes, as they can harm the kidneys’ small filters. Chronic
kidney disease is a savvy plunder that frequently goes undetected until much later in life [5, 6]. Early
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detection is essential for problems like renal failure to be successfully managed and avoided. This is
where using machine learning to combat chronic kidney disease becomes revolutionary.

Machine learning has made it possible for computers to analyze massive datasets of medical records,
including blood test results, blood pressure readings, urine results, and even patient demographics.
Machine Learning (ML) algorithms that identify complex patterns in the data can forecast the risk of
developing chronic kidney disease (CKD) with impressive Accuracy. This facilitates prompt response
by medical practitioners, perhaps impeding the progression of an illness and improving patient results.

Moreover, kidney scans and other massive imaging datasets can be analyzed using machine learn-
ing. Machine learning (ML) algorithms can help physicians diagnose chronic kidney disease (CKD)
and distinguish it from other illnesses by automatically detecting subtle anomalies, such as kidney size,
shape, or density changes. This can lessen the necessity for invasive treatments like kidney biopsies
and increase the Accuracy of diagnoses. ML may even be able to identify CKD earlier than conven-
tional techniques in certain circumstances, enabling early intervention and maybe enhancing long-term
patient outcomes.

By using machine learning algorithms to forecast the course of an illness, physicians can customize
treatment regimens to meet the needs of each patient. An ML model may predict a patient with early-
stage chronic kidney disease (CKD) to have a rapid loss in kidney function. With this information,
the physician can recommend a more vigorous course of therapy, which may delay or even stop the
disease’s progression. Moreover, ML can be used to identify patients who have a high chance of
acquiring osteoporosis or cardiac disease as a result of their chronic kidney illness. Patient outcomes for
these problems can be significantly enhanced by early intervention. ML has the potential to completely
change the way CKD is managed and improve the lives of millions of patients globally by identifying
patients who are at high risk of complications and customizing treatment programs for them. One
potent tool in the fight against chronic renal disease is machine learning. Machine learning (ML) has
the potential to transform the management of chronic kidney disease (CKD) and enhance the lives of
millions of patients globally by facilitating earlier detection, identifying latent risk factors, and aiding
in diagnosis.

The study’s main contributions are as follows:

• KNN imputer in the suggested strategy resolves the missing values in the data set.

• The elephant herd optimization algorithm is used to identify the significant features in the data
set.

• To perform a comparative analysis, machine learning models like logistic regression (LR), de-
cision tree (DT), Naive Bayes (NB), and support vector machine (SVM) have been used. The
proposed model’s effectiveness is compared using metrics like Accuracy, Precision, Recall, and
F1-Score to analyze its capabilities thoroughly

• The proposed model enables medical experts to diagnose and treat patients, increasing their
chances of quickly survival.

The remaining sections of the paper have the following structure: Section 2 explores ML applica-
tions for CKD health conditions. Section 3 outlines the proposed approach. Section 4 is devoted to
confronting and hashing out the study’s findings. Section 5 provides a conclusion and outlines possible
future directions.
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2. Related works

The technique has certain limitations that the authors Qin, J. et al. [7] suggested for highly accurate
CKD diagnosis assistance. The concern arises from the study’s dependence on a publicly accessible
dataset because these datasets might not translate well to actual situations. The whole range of variance
observed in real-world patients may not be represented in public databases, and they may be biased due
to the methods used in data collection and labelling. Furthermore, there is a chance that the process
of imputing missing values—KNN imputation—contains biases of its own. KNN imputation makes
the potentially unfounded assumption that data points with comparable attributes would likewise have
comparable missing values. This could distort how the model interprets the connections between the
target variable and the features.

A recent study by the researchers De Almeida et al. [8] presents a viable method for machine
learning-based early detection. It emphasizes how crucial early diagnosis results in better treatment
results. Nonetheless, a useful criticism would be to take into account the particular machine-learning
methods covered in the paper. The study by I. U. Ekanayake et al. [9] provides a valuable method for
using machine learning to predict chronic kidney disease (CKD). A critical assessment, however, ne-
cessitates a detailed examination of the techniques applied to feature selection, missing value handling,
and data preprocessing.

The possibility of a particular deep learning architecture for chronic kidney disease (CKD) diagnosis
is examined in the paper by the authors Ma, F. et al. [10]. An innovative solution to this issue is
provided by the authors’ suggested neural network design, a heterogeneous modified artificial neural
network. In this study, Nimmagadda, S. M. et al. [11] investigate the possibilities of machine learning
in identifying chronic kidney disease (CKD). For example, defining the machine learning methods
under investigation and comparing their performance might improve the research. El-Kenawy et al.
[12] discussed predicting sleep disorders: leveraging sleep health and lifestyle data with dipper throated
optimization algorithm for feature selection and logistic regression for classification.

An insightful comparison of different ensemble approaches for disease prediction is provided by
the research conducted by P. Mahajan et al. [13]. Its strength resides in consistently assessing several
ensemble methodologies over a wide range of disease datasets, going beyond the bounds of established
research. This increases the scope of our knowledge on which ensemble techniques are generally more
useful for tasks related to illness prediction. To address a specific nephrology challenge, the authors
Takkavatakarn, K. et al. [14] employ machine learning algorithms to identify patients with stage 4
chronic kidney disease (CKD) who are at high risk of developing into end-stage kidney disease (ESKD)
within three years. The researchers successfully forecasted the risk of ESKD after putting numerous
machine learning models into practice, such as random forests and artificial neural networks.

The study by Li, Y. et al. [15] offers unique machine-learning techniques to evaluate patient data
and identify biomarkers that may be used to distinguish between distinct CKD-MBD subtypes. Al-
though the study’s machine learning models perform well on the training set, certain restrictions limit
how broadly the findings may be applied. The study’s comparatively small sample size raises ques-
tions regarding how reliable the results are. The study conducted by Zhu E. et al. [16] examines the
relationship between calcific aortic valve disease (CAVD) and chronic kidney disease (CKD), with a
particular emphasis on the immune system’s function.

The enormous resources needed to develop reliable reference ranges (RIs) for laboratory tests are
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a critical challenge in clinical diagnostics discussed in the article by Velev, J. et al.[17]. Conventional
techniques can be costly and time-consuming, frequently resulting in the adoption of generic RIs that
don’t consider unique patient factors. By utilizing unsupervised machine learning on a sizable dataset
of routine test results from the Puerto Rican population, the authors offer a revolutionary alternative.
A potential 3D convolutional neural network (CNN) for autonomous kidney segmentation in patients
with chronic kidney disease (CKD) is proposed [18]. Selection bias is a risk when relying solely on a
single-center cohort because the patients enrolled may not be typical of the larger CKD community.

The research investigation by Van Nynatten et al. [19] offers a novel and potentially proper diag-
nostic technique for renal issues. This 21-protein panel provides a more accurate and effective way to
detect kidney disease, which could significantly improve patient care. The absence of information on
the patient sample is one major drawback. Because the number and makeup of the groups under study
are not specified, it is challenging to evaluate how well the test generalizes to a larger population. Age,
ethnicity, and underlying medical disorders are only a few factors that can affect how kidney disease
manifests in different demographics and the expression of biomarkers. The black box dilemma, as de-
scribed in the paper by Ghosh, S. K. et al.[20]. It represents a significant obstacle for machine learning
applications in medicine. Even if the study finds important features like creatinine and has excellent
Accuracy with XGBoost, a more thorough evaluation would look at the constraints of the selected
interpretability approaches (SHAP, LIME) and investigate potential biases in the dataset. A more com-
prehensive examination would yield a more profound comprehension of the model’s applicability and
efficiency in real-world scenarios.

The possibility of machine learning for identifying people at high risk of osteoporosis using nation-
wide chronic disease data is investigated by Tu, J. B. et al. [21]. A dataset of 10,000 patients forms
the basis of the analysis, which may not be sufficient to guarantee generalizability. Furthermore, there
may be biases in the data that the authors are unaware of, which could distort the model’s predictions.
The potential of machine learning for the detection of chronic kidney disease (CKD) is examined in the
study by the researchers Chittora, P. et al. [22]. Its usage of a single, publicly accessible dataset may
be a significant limitation, even though it probably assesses several categorization algorithms and pro-
vides accurate reports. Because real-world data can differ significantly, this restricts the conclusions’
generalizability.

The study by Halder, R. K. et al. [23] significantly adds to the field of CKD prediction. It focuses
on data preparation methods and an intuitive web application. Concerns are raised, nonetheless, by the
claimed 100% accuracy on several classifiers. Achieving such high Accuracy in medical applications
is unusual. It may be a sign of overfitting, a phenomenon in which the model performs well on training
data but may not generalize to new data. The dependability of the model would be increased by testing
outside datasets more or employing methods to deal with overfitting. The potential of machine learning
algorithms in detecting and forecasting chronic kidney disease (CKD) is investigated by the writers
Rahman, M. M. et al. [24]. Research on the model that uses machine learning to diagnose chronic
kidney disease is very promising. The authors of the study Rehman, A. et al.[25] introduced a novel
approach for forecasting chronic diseases called HCDP-DELM. This approach makes use of Deep
Extreme Learning Machines (DELM) to manage the heterogeneous (composed of multiple sources)
and complex character of medical data. Another strength of the model is its incorporation of temporal
characteristics, which enable it to take into account the temporal variations in medical data.

The application of a fuzzy logic system and adaptive backpropagation neural network (ABNN) for
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the categorization of chronic kidney disease (CKD) was investigated in a recent study by KR Vineetha
et al. [26]. Although there is potential for using these techniques in medical diagnostics, a rigorous
evaluation is required. The fuzzy logic system’s design and the selected ABNN architecture determine
how effective the suggested approach will be. Details on the precise CKD diagnosis criteria employed
and the performance comparison with current CKD categorization methods will also enhance the arti-
cle’s credibility.

An innovative method for relating single-cell RNA sequencing data to clinical outcomes in renal
illness was presented by the authors Legouis, D. et al. [27]. Though encouraging, the analysis is de-
pendent on combining a small number of new patient samples with pre-existing single-cell datasets.
The K-CLIER framework’s generalizability for other clinical features of kidney disease remains unex-
plored, as the validation concentrates on dimensionality reduction and its association with fibrosis. The
study by Tang et al. [28] explores an excellent use of machine learning in critical care; nonetheless, a
thorough analysis would necessitate evaluating the particular data, technique, and model performance.
The way the authors handled issues like bias and data cleaning, the selection and rationale of machine
learning models, and the models’ relative performance versus other approaches are all possible topics
for future study.

The possibility of a traditional Chinese medication for the treatment of chronic renal disease is
examined in the research by Liu, Y. et al. [29]. Although the study identifies constituents of Shen Qi
Wan and investigates its anti-inflammatory properties in mice, its generalizability is limited since it
exclusively uses adenine-induced models and AQP1 mutant mice. Furthermore, more investigation is
required into how Shen Qi Wan affects DEFB1 expression to validate the suggested AQP1-mediated
pathway. The authors Reznichenko, A. et al.’s study [30] suggests an alternative strategy to the current
indirect measure-based classification of chronic kidney disease (CKD): molecular analysis of renal
tissue. This provides a more accurate knowledge of the root problems and may result in customized
treatment plans. However, the study depends on kidney biopsy data, which can be intrusive, and the
urine protein signature that was found needs to be validated before it can be used in a clinical setting.

In their research, Sasikaladevi N. et al. [31] explored a possible method for CKD identification.
Although the idea of a digital twin for early diagnosis is intriguing, more information about the precise
algorithms employed and how they were validated would be helpful for a thorough assessment. It
would also be beneficial to comprehend how CT-radiography integration fits into the larger system and
how it handles certain drawbacks like radiation exposure.

3. Proposed Method

The system leverages the Elephant Herd Optimization feature selection algorithm to extract key
features from the Chronic kidney dataset from Kaggle. This dataset is widely used in many research
papers and is a standard point of comparison in evaluating similar systems. Figure 2 illustrates the
proposed system’s workflow.

3.1. Data Preprocessing

The Chronic Kidney Disease dataset sourced from Kaggle comprises 400 entries and 25 attributes,
encompassing 11 numeric and 14 nominal attributes. To handle null values in a data set, comprehen-
sive data preprocessing is necessary prior to analysis. Several steps are involved in data preprocessing,
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including data transformation, cleaning, and normalization. The initial step involves handling the
dataset’s missing values. The underlying distribution is kept intact when using the median imputa-
tion approach to fill in the null values for numerical attributes. The null values in a single attribute
are filled using the KNN-based imputation technique. The KNN-based imputation technique has the
benefit of preserving the intrinsic structure of the data. The label encoding technique converts nominal
properties to numerical equivalents for analysis purposes. This conversion enables seamless integra-
tion of categorical data into machine learning algorithms. Standardizing the range of features ensures
fair comparisons and prevents certain traits from influencing model training. The features are scaled
within a predetermined range using the min-max normalization technique. The following pseudocode

Figure 2. Proposed System for CKD

encapsulates the comprehensive steps within the proposed system.

1. Load the CKD dataset. Replace null values using the KNN-based imputation technique.

2. Apply label encoding to convert nominal properties to numerical equivalents.

3. Scale the features using the min-max normalization technique.

4. Create a population of “elephants” representing candidate feature subsets.

5. Use a fitness function to evaluate the performance of each elephant’s selected feature subset.

6. Update each elephant’s position using the best-found position so far and the global best position.

7. Repeat the evaluation and update steps until a stopping criterion is met.

8. The best elephant will indicate the optimal subset of features.

9. Train the models: k-NN, Logistic Regression, Decision Tree, and Naive Bayes using the feature
subset selected by the Elephant Herd algorithm.

10. Evaluate the model using metrics like Accuracy, Precision, Recall, F1-score, and AUC (Area
Under Curve) on the testing set.

11. Use the trained model to predict whether new/unseen patient data has Chronic Kidney Disease
(CKD) or not.
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3.2. Elephant Herding Optimization as Feature Selection

Feature selection is an essential phase of the modelling process. It removes redundant character-
istics and focuses on the most relevant traits that contribute to prediction objectives. While retaining
predictive Accuracy, feature selection lowers dimensionality, enhances the model’s interpretability, and
boosts computational efficiency. This study uses Elephant Herd Optimization (EHO) as a feature se-
lection technique. EHO, a nature-inspired optimization algorithm, mimics elephant herd behaviour to
find optimal solutions. In EHO, virtual elephants navigate a solution space by representing different
dataset features. Elephants use collective knowledge and personal experience to adjust their location
with each iteration. This adjustment probabilistically moves towards regions with higher fitness val-
ues based on feature subset quality. A machine learning model is trained and evaluated using specific
features to assess fitness. A performance metric, such as Accuracy or F1-score, is then calculated.
Virtual elephants exhibit herding behaviour by focusing on promising feature subsets with higher fit-
ness values, similar to how real elephants gather around favourable resources. The algorithm excels at
navigating complex search areas, making it ideal for feature selection tasks. As the iterations go on, the
population converges towards subsets of features associated with the best possible performance for the
given task. Finally, the program determines which feature subset is most promising based on the fitness
evaluations of the virtual elephants. Elephant Herd optimization (EHO) identifies the top 11 important
features influencing model predictions, improving both Accuracy and interpretability. By selecting the
most important features, it reduces noise, prevents overfitting, and ensures the model generalizes well
to unseen data. The selected subset represents the optimal combination of characteristics that, when
considered collectively, yield the best outcomes for the specified prediction task. The feature that has
been chosen could be age, sg, al, su, pcc, bg, hemo, wc, rc, htm and pe. A brief comparison of various
feature selection algorithms is shown in Table 1

Table 1. Comparison of Various Works Using Feature Selections
References Feature Selection Algorithm No. of Selected Features

[7] Variance Threshold 14
[9] Correlation 16
[23] Chi-square 18
[24] Recursive Feature Elimination 12
[24] Boruta based on Recursive Feature Elimination 20

Proposed Elephant Herd Optimization Algorithm 11

3.3. K – Nearest Neighbour

A flexible machine learning technique called K-Nearest Neighbours (KNN) is applied to regression
and classification problems. Because it is non-parametric, that is, it doesn’t make any explicit assump-
tions about the distribution of the underlying data and it is straightforward. Rather, KNN works on the
similarity principle, which is to find the k closest neighbours in the feature space of a given data point
given a predefined distance metric (usually Euclidean distance). Next, the majority class or average
value of the new data point’s closest neighbours is used to establish its class or value. This approach,
which makes KNN particularly easy to understand, is based on the idea that comparable instances
usually belong to the same class or have similar target values. Despite its simplicity, KNN can be
very helpful, especially when dealing with small to medium-sized datasets or when there are nonlinear
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decision limits. Its performance, however, may vary depending on the chosen distance metric and the
number of neighbors (k).

3.4. Logistic Regression

Logistic regression is a linear classification method used in a variety of disciplines. Logistic re-
gression is simple and easy to interpret. Logistic regression attempts to estimate the likelihood that an
instance belongs to a particular class in binary classification tasks. The algorithm applies the logistic
function to a linear combination of characteristic values, resulting in a probability score between 0
and 1. Logistic regression is effective for identifying complex correlations between data and target
variables. However, its effectiveness in nonlinear datasets may be limited due to linearity assumptions
and the need for independent features. Logistic regression is a popular classification method due to its
ability to balance predictability and simplicity. It is the preferred choice when model transparency is
crucial due to its interpretability and robustness.

3.5. Naı̈ve Bayes

Under the presumption of feature independence, the Naive Bayes (NB) probabilistic classifier pre-
dicts class probabilities using the Bayes theorem. This algorithm is well-known for its efficiency, which
makes it particularly effective at tasks such as spam filtering and text classification. Naive Bayes fre-
quently outperforms more complex models due to its quick and simple handling of high dimensional
input. Large datasets with a high number of features can benefit from NB because it reduces com-
putational load by assuming feature independence. Its reliance on probability distributions simplifies
interpretation and model assessment. The assumption of feature independence may not always be
accurate, leading to poor performance for datasets with significant feature dependencies.

3.6. Decision Tree

Decision Tree (DT) is a flexible supervised learning approach that organizes data into hierarchi-
cal trees. Internal nodes represent characteristics, and leaf nodes represent class labels or values. To
achieve optimal prognostic Accuracy, decision trees use recursive feature partitioning based on at-
tribute values. The splitting process effectively creates boundaries around decisions by minimizing
impurity measurements such as entropy or Gini impurity. Because of its interpretability and capacity
to handle both numerical and categorical data, DT is a widely used option across various fields. But
when working with narrow decision boundaries in large datasets, DTs are especially prone to over-
fitting. Despite its limitations, this method is still an effective tool for classification and regression
tasks.

4. Results and Discussion

This study employs a chronic kidney disease dataset obtained from Kaggle. The dataset includes
400 observations, some of which may have incomplete or missing values. There are records for 250
CKD patients and 150 non-CKD people among these observations. This distribution shows that 37.5%
of cases are unrelated to CKD and 62.5% are related to CKD cases. The people in the dataset are
between the ages of 2 and 90. There are 24 features in the CKD dataset: 11 numerical features and
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13 nominal features. Furthermore, the 25th feature is a classification indicator for CKD. Table 2 and
Table 3 displays the performance metrics of various classification algorithms with and without EHO
algorithm. Table 4 and Figure 7 shows the Accuracy of the proposed system in comparison with the
existing works. This work was implemented in Google Colab. This work uses the following software
versions: Python 3.11.11, NumPy 1.26.4, Pandas 2.2.2, Scikit-learn 1.6.1, and PyTorch 2.5.1+cu124,
and the random seed is set to 42 to ensure that training and testing subsets are consistently selected.

We used 80/20 train-test split and 10-fold stratified cross-validation to evaluate the models’ perfor-
mance and generalisability. The train-test split strategy randomly picked 80% of the dataset for training
and 20% for testing to retain class distribution. We also performed 10-fold stratified cross-validation,
which divided the dataset into 10 equal-sized folds while preserving the class distribution. One-fold
was tested and nine were trained per cycle. Average performance measures (accuracy, precision, recall,
F1-score, and AUC) were provided after 10 repetitions. Dual validation ensures reliable and unbiased
model prediction evaluation.

Table 2. Performance comparison of algorithms without Feature Selection

Classifier Accuracy (%) Precision (%) Recall (%) F1 Score (%)
KNN 72.50 56.82 89.29 69.44
Naı̈ve Bayesian 92.75 96.55 99.98 99.25
Logistic Regression 93.50 96.43 96.43 96.43
Decision Tree 94.75 96.55 100.00 98.25

Table 3. Performance comparison of algorithms with EHO Feature Selection

Elephant Herd Optimization with 11 Features
Classifier Accuracy (%) Precision (%) Recall (%) F1 Score (%)
KNN 93.75 87.10 96.43 91.53
Naı̈ve Bayesian 98.00 96.55 99.98 98.75
Logistic Regression 97.50 96.43 96.43 96.43
Decision Tree 98.75 100.00 96.43 98.18

Table 4. Comparison of Related Works

References Method Accuracy (%)
[9] Gaussian Naı̈ve Bayes 93.33
[10] Heterogeneous Modified Artificial Neural Net-

work
89.90

[22] Random Tree 94.00
[24] Naı̈ve Bayes 97.33
[26] Adaptive Backpropagation Neural Network 92.54
[32] J48 85.50
Proposed Decision Tree 98.75
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Figure 3. Accuracy Comparison Figure 4. Precision Comparison

Figure 5. Recall Comparison Figure 6. F1-Score Comparison

Figure 7. Performance Comparison of Related Works
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Figure 8. ROC Curve

Figure 9. Confusion Matrix for KNN
Figure 10. Confusion Matrix for Deci-
sion Tree

Figure 11. Confusion Matrix for Naive
Bayesian

Figure 12. Confusion Matrix for Lo-
gistic regression
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Figure 3 demonstrates that among the different algorithms, Decision Tree has the optimum Accu-
racy. Moreover, Figure 4 and Figure 5 further confirm the NB also achieved the highest precision and
recall, respectively. From Figure 6, it is clear that NB has the best F1 score. The ROC Curve is shown
in Figure 8. Figures 9, 10, 11, 12 show the obtained confusion matrix with feature selection.

5. Conclusion

This study aims to diagnose chronic kidney disease (CKD) early by analysing four different ma-
chine learning models. The CKD dataset was preprocessed, and dominant features were identified
through elephant herd optimization. These dominating features are then used to train and validate
the suggested models. Algorithm performance was evaluated primarily based on Accuracy, precision,
recall, and F1 scores. Using the elephant-shredding optimization technique improved decision tree
performance. The model Decision Tree achieved the highest Accuracy of 98.75%, outperforming the
other models. The small number of available data samples may limit the model’s generalization per-
formance. The proposed models cannot accurately diagnose the severity of CKD due to the limited
number of data categories (ckd and notckd). In the future, incorporating deep learning models, such
as neural networks, can improve predictive performance and facilitate the identification of more intri-
cate patterns in medical data, thereby expanding this approach. Additionally, the integration of other
explainability techniques, such as SHAP or Counterfactual Explanations, in conjunction with LIME
would offer a more thorough comprehension of model decisions. Our model can be tested with other
datasets from various sources to ensure its robustness and applicability. The system can be made more
adaptable to a wider range of healthcare applications by leveraging these advancements, which will
enable it to manage a more diverse array of datasets. Ultimately, medical research and patient care will
benefit from the continuous development of predictive analytics, which such innovations will facilitate.
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