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  Abstract 

Recently, there has been a surge in learned image compression techniques that out-
perform standard image compression algorithms, leading to a growing interest in 
the application of neural networks for effective image compression. Most of these 
new techniques prioritize improving image quality, without adequately consider-
ing processing power, processing time and system resource constraints. In this pa-
per, we propose a promised autoencoder-based lossy image compression method. 
Our aim is to develop a compression technique that achieves good compression 
performance while minimizing computational complexity. The method we propose 
involves partitioning the input image into two distinct groups according to the con-
tent of image blocks. For each group, we employ separate autoencoders to achieve 
a reduced bit rate while enhancing image quality. Subsequently, a quantization pro-
cess is applied before entropy encoding to get the final outputs. The experimental 
results demonstrate that our proposed method achieve better PSNR than JPEG 
compression in low bit rates. 
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1. Introduction 

Image Compression is used in various domains and ap-

plications, it plays an essential role in managing and 

transmitting visual data efficiently [1], it is almost used 

everywhere like Digital Cameras, advertising, web de-

sign, mobile application, social media, gaming, medical 

imaging, remote sensing and more. Image compression 

is the process of reducing the size of a digital image file. 

It aims to minimize the storage space required for the 

image while retaining its essential visual information. 

This reduction in file size is achieved by removing re-

dundant or unnecessary data from the image, image 

compression schemes can be divided into two broad 

classes [2]: 

• Lossless image compression, where the reconstructed 

image is identical to the original and it involves no loss 
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of information. 

• Lossy image compression, which provide much higher 

compression than lossless compression but allow the 

reconstructed image to be different from the original 

based on the quality. 

In recent times, learning techniques have been success-

fully applied to a large number of computer vision and 

image processing tasks, some of these learned image 

compression techniques outperform standard image 

compression algorithms such as JPEG [3] and 

JPEG2000[4], that leading to a growing interest in the 

application of neural networks for effective image com-

pression. The learning objective is thus to minimize the 

difference between the reconstructed and the original 

images. The general pipeline of learned technique in-

cludes an auto-encoder architecture as represented in 

[5], [6], where an encoder first compresses the input im-

age into a compact representation, then fed into a de-

coder to reconstruct the input image. The general archi-

tecture of learned image compression is shown in Fig-

ure 1. 

 

 

 

Figure 1. General Pipeline of learned image compression 
technique. 

Typically, the researchers build their structure of neural 

network for image compression. This network structure 

undergoes training using specific image datasets until 

achieving the desired balance between compression ratio 

and quality.  The common part between the encoder and 

the decoder is the trained network, the encoder com-

presses the original image utilizing this network. The com-

pressed output is then directed to the quantizer and en-

tropy encoder to obtain the final compressed output. The 

decoder aims to faithfully reconstruct the original image 

from the compressed representation received from the en-

coder, utilizing operations that are the reverse of those ap-

plied during the encoding phase. The deep Convolutional 

Neural Networks (CNN) based algorithms like VGG-16 Er-

ror! Reference source not found. combine from thirteen 

convolutional layers, five Max Pooling layers, and three 

Dense layers which sum up to 21 layers and AlexNet Er-

ror! Reference source not found. have 5 convolutional 

layers and 96 filters in the first layer and ResNet-50 [34] 

have 50 convolutional layers and 96 filters in the first 

layer. The CNN approach holds an advantage in transmit-

ting highly compact data while achieving high-quality re-

constructed images, relying on correlations between the 

original image and the dataset used for training. However, 

these methods often demand extensive processing power 

and time, making them unsuitable for numerous applica-

tions due to these resource-intensive requirements. 

In applications like drone imaging and remote sensing 

satellites, the utilization of rapid previews or image place-

holders is indispensable. The image compression plays a 

crucial role to introduce a quick preview or general pro-

spective for images where timely access to visual infor-

mation can make a significant difference in outcomes and 

efficiency. Here are some key reasons that highlight the 

quick preview value: 

Rapid Decision-Making: In applications where time is 

critical, such as emergency response, military operations, 

or disaster monitoring, quick previews allow stakehold-

ers to make initial assessments and decisions without 

waiting for full-resolution imagery. This can be crucial for 

saving lives and resources. 

Data Assessment: Quick previews provide a way to as-

sess the quality and relevance of collected data before 

committing to extensive processing or analysis. Users can 

quickly determine if the data meets their needs. 

Resource Efficiency: Storing and transmitting high-reso-

lution images or data can be resource-intensive in terms 

of bandwidth and storage. Quick previews are typically 

smaller in size, making them more efficient for initial data 

handling. 

Remote Sensing: In remote sensing applications, quick 

previews can assist in identifying areas of interest or 

changes in the environment, helping researchers or ana-

lysts focus their attention on specific regions. 

Low-Bandwidth Environments: In regions with limited 

internet connectivity or remote areas where bandwidth is 
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scarce, quick previews are essential for accessing at least 

some information even when high-resolution data may be 

challenging to obtain. 

In this paper, we introduce an innovative image compres-

sion method employing a low complexity autoencoder, 

specifically designed to reduce computational require-

ments. This approach holds great potential for systems 

with limited resources that require a low bit rate and low 

computational complexity for applications that need gen-

eral prospective or quick previews, while maintaining an 

acceptable level of image quality. However, it is important 

to evaluate the trade-offs between compression perfor-

mance and computational complexity to determine the 

suitability of this method for specific applications. The 

rest of this paper is organized as follows: In Section 2, we 

present the related work. In section 3, we present the idea 

and the typical architecture for our proposed method and 

describe the effect of autoencoder main parameters (acti-

vation function, number of layer and latent size) on the 

mean square error of reconstructed image then present 

the chosen autoencoders for applying our method. In Sec-

tion 4, we present the evaluation metrics, and the results 

of our proposed method compared to JPEG compression. 

Finally, in Section 5, we conclude the advantage and dis-

advantage of the proposed method. 

2. Background and Related Work 

Neural network-based image compression autoencoders 

are compression models trained to compress images from 

defined image dataset, aiming to transform the input im-

ages into outputs while keeping distortion levels as low as 

possible [10]. Many state-of-the-art neural codecs and 

compression algorithms are derived from or inspired by 

the principles of compressive autoencoders [11], [12] and 

[13]. Several deep learning autoencoder architectures are 

proposed for image compression tasks, each offering 

unique approaches and features. These differences pri-

marily emerge in how they handle preprocessing, choose 

loss functions, configure network layers, employ activa-

tion functions, implement quantization techniques, and 

incorporate lossless encoding mechanisms. For example, 

the authors in [14] design a symmetric deep convolutional 

auto-encoder based image compression (CAE) architec-

ture with multiple down-sampling and up-sampling units 

to replace the conventional transforms. In [15], the au-

thors propose a three-layer image compression consisting 

of a base-layer versatile video coding (VVC) (intra) codec, 

a learning-based residual layer codec, and a learnable hy-

per-prior. The contribution in that study was developing 

a data fusion attention module and integrating several 

known components together to form an efficient image 

codec, which has a higher compression performance than 

the standard VVC coding scheme. In [16], the authors pro-

pose an enhanced Invertible Encoding Network with in-

vertible neural networks (INNs) to largely mitigate the in-

formation loss problem for better compression. Their 

method outperforms the existing learned image compres-

sion methods and compression standards. In [17], the au-

thors introduce a method that is combined from two de-

coder, the main decoder is a model for decoding entire im-

ages and the second decoder (selective detail decoder) is 

a model specialized for specific important parts and 

trained using weighted MS-SSIM decoders with keeping a 

single encoder. In [18], the authors introduce a new 

method for image quality preservation based on the con-

cept of adaptive thresholding and quantization using im-

age content characteristics. Experimental results show 

that overall image quality preservation is noticeably im-

proved over the Q-factor approach and the MPEG2 adap-

tive quantization algorithm at the same compression lev-

els. 

Also, many researchers employed the Variational Autoen-

coder (VAE) for image compression. In [19], the authors 

use VAE with the Challenge on Learned Image Compres-

sion (CLIC) dataset for training the model. The model was 

enormous and complex due to multiple training parame-

ters. In [20], a VAE-based architecture for high resolution 

image compression is proposed. It utilizes a non-local at-

tention module to improve the training process, but at the 

cost of increased model complexity. In [21], the authors 

proposed a VAE for image compression, and in [22], VAE 

was used to compress images and achieve a 4.10 bits per 
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pixel rate, but with a complex model architecture. 

Various modern approaches that apply deep learning on 

image compression tasks can indeed produce better re-

sults compared to traditional or standard compression 

techniques. However, achieving these superior outcomes 

often demands significant computational resources, in-

cluding extensive processing power, large memory re-

quirements, and longer processing times [23], [24] and 

[25]. 

One alternative approach for developing an efficient 

learned-based image compression system involves em-

ploying lightweight architectures and optimization tech-

niques. In [26] a Stacked Autoencoder (SAE) model was 

introduced as an image compression model, SAE consists 

of stacked neural network layers fully connected, where 

each layer’s output is the input for the next layer. Results 

show that their proposed SAE model outperform JPEG 

compression algorithm for MNIST images dataset, but it 

has a performance less than JPEG for the greyscale and 

color images datasets. In [27], an Implicit Neural repre-

sentation approach was presented for image compres-

sion. The encoding process involves an overfitting train-

ing a Multilayer Perceptron (MLP) for the image, followed 

by quantizing its weights for transmission. Upon decod-

ing, the received MLP is applied to all pixel positions to 

reconstruct the original image. This approach offers a no-

table advantage in terms of model size, which tends to be 

significantly smaller compared to conventional learned-

based compression algorithms. However, it comes with 

limitations. Encoding tends to be slow, and when evalu-

ated against state-of-the-art compression methods, this 

approach demonstrates less effective performance. The 

authors in [28] and [29] introduced modifications to the 

approach outlined in [27], resulting in enhancements to 

the method and achieving improved performance com-

pared to the original proposal. These modifications likely 

aimed to address the limitations or shortcomings ob-

served in the initial method, potentially refining the en-

coding or decoding processes, optimizing model architec-

ture. 

Most of these new techniques prioritize improving image 

quality or reducing the bit rate, without adequately con-

sidering processing power, processing time and system 

resource constraints. Some application such as small 

drones and Cube-Satellites cannot keep up with the ex-

haustive needs of modern image compression ap-

proaches. Further, some applications do not need high 

quality images but need low compression size and high 

speed. 

3. Proposed Method 

Content-based compression takes into account the im-

portance of different regions of an image, unlike tradi-

tional compression methods that treat the entire image 

uniformly, content-based compression focuses on identi-

fying and maintaining the perceptually important regions, 

while compressing less significant regions more aggres-

sively. This approach is particularly useful when certain 

parts of an image are more crucial than others. The pri-

mary goal is to allocate more bits and compression re-

sources to preserve the details and features that are con-

sidered visually important, while allowing less important 

regions to be compressed more aggressively. 

3.1. Proposed Architecture 

Our method is a type of content-based compression, it is 

rooted in the recognition that a single natural image 

contains varying levels of details. This variability in de-

tail levels within an image serves as the foundational 

concept driving our approach. The proposed method in-

volves dividing the image into (8x8) pixel blocks. 

Through this segmentation, certain blocks exhibit 

higher levels of detail compared to others. Our approach 

is to classify these blocks into two distinct groups: 

Group 1 (G1), encompasses blocks with lower detail lev-

els, and Group 2 (G2), encompasses blocks character-

ized by higher detail levels. This separation is based on 

the varying levels of details found within these blocks, 

as further elaborated in subsequent sections. 

 

The classification of image blocks is determined by 

measuring the Mean Squared Error (MSE) between the 
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inputs and outputs G1 autoencoder, Error! Reference 

source not found. provides a visual representation, 

outlining the step-by-step process involved in the seg-

mentation and separation of groups within the image 

blocks. 

 

Figure 2. Proposed Method Architecture. 

As a result, for image blocks classifying, each block has a 

sign bit, this bit is used to define the group type whether 

group1 or group2. 

The significance of this bit extends into the decoding pro-

cess, serves as a crucial identifier, enabling the clear clas-

sification of each block, ensuring its placement into either 

Group 1 or Group 2 during decoding, this ensures the 

proper reconstruction and arrangement of blocks into 

their respective groups, facilitating an effective decoding 

process. Following the completion of block grouping and 

extraction of outputs, each group's outputs undergo Huff-

man lossless encoding. This encoding methodology is em-

ployed to reduce the final size of the outputs for both 

Group 1 and Group 2. Huffman encoding, known for its ef-

ficiency in compressing data by assigning variable-length 

codes to symbols. It is utilized here to further decrease the 

size of the outputs while retaining all the information with-

out any loss. 

3.2. Autoencoder Section 

An autoencoder is a specific type of neural network, 

which is mainly designed to encode the input into a 

compressed and meaningful representation and then 

decode it back such that the reconstructed input is sim-

ilar as possible to the original one [30]. The general ar-

chitecture of an autoencoder includes an encoder, de-

coder, and bottleneck layer as shown in Figure 3. The 

encoder and decoder stages contain single or multi-

layer and each layer may use activation function or not.  

 

Figure 3. General Architecture of an Autoencoder from [31]. 

The autoencoders selection experiments consist of two 

phases: firstly, an experiment setup phase which involves 

the selection of the most suitable autoencoders; secondly, 

the training phase which involves the selection of the most 

fitting weights for both autoencoders. 

A series of experiments were carried out to identify the op-

timal setup for achieving low complexity with efficient 

compression and quality reconstruction within each 

group. These experiments explore various configurations 

and parameters to ascertain the most fitting autoencoder 

architecture for the compression process. 

Several key parameters significantly influence the perfor-

mance of autoencoders in neural network design. These 

parameters are pivotal in shaping the effectiveness and ef-

ficiency of the autoencoder. The main parameters that are 

used in our autoencoder designing are: 

a) Error and Activation functions 

b) Number of layers 

c) Output layer 

3.2.1.  Error and Activation Function 

In this experiment, we evaluate different activation func-

tions to select the one which achieve our requirements, the 

Mean Squared Error (MSE) is used as evaluation metric, it 

is a straightforward and widely used metric for quantify-

ing the difference between the original image and the re-

constructed image as shown in Equation (1).  Using MSE 

as the error function in learned compression algorithms is 
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a common approach, as highlighted in studies [26], [32] 

and [33]. In our proposed approach, we have planned to 

employ MSE as the error function throughout the learning 

process. The MSE equation is: 

𝑀𝑆𝐸(𝑥, 𝑦) =  
1

𝑛
∑ (𝑥𝑖 − 𝑦𝑖)2𝑛

1=1        (1) 

 

• 𝑥 and 𝑦 are two images being compared 

• 𝑥𝑖  and 𝑦𝑖  represent the pixel values at the corre-

sponding position in the image 

• 𝑛 is the total number of pixels in each image. 

The activation function is used to add type of non-linearity 

to the AI model, to select the appropriate activation func-

tion for our simple autoencoders, we apply different acti-

vation function to four-layer autoencoder with four out-

puts at the middle (latent) layer and 64 pixels input and 

output layers, table 1 lists the results of our experiment for 

some of the generic activation functions. 

Table 1. Activation function effect on MSE 

Activation func-
tion 

Lena Boat Goldhill Average 

elu 90.65 160.13 115.12 121.97 
relu 283.52 191.61 191.85 222.33 
sigmoid 133.62 172.95 136.1 147.56 
swish 92.15 160.29 115.85 122.76 
linear 90.86 172.0 119.62 127.5 
None (no acti-
vation function) 

91.3 159.3 114.48 121.7 

From Table 1. we notice that the absence of activation 

function is not affecting the result for this simple autoen-

coder, it may be useful in other types of autoencoder such 

as deep learning autoencoders. 

3.2.2. Number of Layers 

In this experiment, our aim is to identify the hidden layers 

that are most appropriate for our requirements. Based on 

activation function experiment results, we will construct 

our autoencoder without activation function. We built four 

simple autoencoders with different number of layers (2, 4, 

6 and 8) and the same number of outputs nodes (1 node) 

to define the best number of layers for our autoencoder. 

The process applied on same images (Lena, Boat and 

Goldhill). The training process built on anaconda plat-

form using python code and TensorFlow library. 

After training process, we notice that; almost there are 

very small effects for higher network layers on the re-

sults (MSE), therefore the 2-layer network is selected 

for our method. The difference between the four net-

works as listed in Table 2. 

Table 2. Network Layers effect on MSE 

Number 
of layers 

Mean Square Error (MSE) Total 
Param-
eters 

Lena Boat Goldhill Average 

2 282.28 386.56 262.67 310.5 128 
4 280.93 382.37 263.37 308.89 1040 
6 286.16 383.23 261.41 310.27 2320 
8 280.56 382.05 286.8 316.47 5392 

3.2.3. Output Layer 

In this experiment, our aim is to identify the number of 

outputs that are most appropriate for our requirements. 

Based on the previous experiments results, we will con-

struct our autoencoder based on two layers (input, output 

and one hidden layers), while the number of network pa-

rameters in this network are very small compared to the 

other networks, and the processing time is much faster 

than other networks because the number of arithmetic op-

erations that are used in this network are very limited 

compared to other networks. We perform the compres-

sion on the same images and the tables 3, 4 and 5 list the 

compression sizes for two approaches at the same recon-

structed PSNR. 

Table 3. Lena Image Compression Aize for Different Outputs 

PSNR (Lena image) 4 Outs 6 Outs 8 Outs 
24.2443 18986 19727 20240 
26.4703 24990 26655 27722 
27.3229 30487 30497 31740 
28.2432 - 37082 36941 
28.8857 - - 42102 
29.2576 - - 48195 

Table 4. Boat Image Compression Aize for Different Outputs 

PSNR (Boat image) 4 Outs 6 Outs 8 Outs 
23.3364 22761 24320 24911 
25.1009 29843 31280 32571 
25.5879 38574 33802 35074 
26.0329 - 36718 37483 
26.8229 - 47068 43268 
27.4565 - - 52263 
27.6304 - - 57533 
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Table 5. Goldhill Image Compression Aize for Different Outputs 

PSNR (Goldhill image) 4 Outs 6 Outs 8 Outs 
24.1494 19938 20506 21095 
25.0726 23360 24973 25687 
25.2949 24286 26233 27052 
26.1554 30093 31712 32777 
26.8182 40805 37638 38344 
26.8673 43133 37849 38646 
27.4289 - 46340 45043 
27.9007 - - 53228 
28.076 - - 58189 
28.1162 - - 59641 

From the test results as listed in tables 3, 4 and 5, we find 

that there is small difference in compression sizes between 

different outputs in the same PSNR, while the high number 

of outputs increase the dynamic range of PSNR. Therefore, 

we select the pe-learned autoencoder with 8 outputs to be 

used in our compression method. 

3.3. Training 

As a result of the previous experiments, we will use two 

simple autoencoders, both of them consist of one hidden 

layer with different outputs (latent) and the input and out-

put layers are 64 elements which equal to (8 * 8) block of 

pixels as shown in Figure 4 and Figure 5. We decide to eval-

uate our method using one output for first autoencoder 

and 8 outputs for the second autoencoder. The first and 

second autoencoders are used to compress group1 and 

group2 respectively. 

 

Figure 4. G1 Autoencoder. 

 

Figure 5. G2 Autoencoder. 

Once the architectural designs for the two autoencoders 

are finalized, we proceed to train these chosen models us-

ing the Waterloo image set [34]. Our aim is to acquire the 

most optimal weights for each autoencoder, the images are 

segmented into blocks, each consisting of 8×8 pixels. Our 

training sequence starts with G1 autoencoder, followed by 

G2.  After training we get the most optimal weights for 

each autoencoder, that make the mean square error as 

small as possible between the original and reconstructed 

4. Evaluation  

In order to evaluate the proposed compression method, 

we will conduct compression on various images with 

different characteristics. Subsequently, we will utilize 

three key metrics for the evaluation process as will de-

scribed in next subsections. 

4.1. Evaluation Metrics 

Image compression evaluation relies on several metrics 

to assess the quality and efficiency of compressed im-

ages. we will utilize three key metrics for the evaluation 

process: 

1. Peak Signal-to-Noise Ratio (PSNR): This metric 

quantifies the quality of the compressed image com-

pared to the original, it is an expression for the ratio 

of the maximum possible power of a signal to the 

power of corrupting noise. Higher PSNR values in-

dicate better quality. The PSNR is usually expressed 

in terms of the logarithmic decibel scale [35], [36].  

𝑃𝑆𝑁𝑅 = 10 log  (
2552

𝑀𝑆𝐸
 )     (2) 
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2. Structural Similarity Index Measure (SSIM):  is a 

method for measuring the similarity between the 

compressed and original images by considering lu-

minance (L), contrast (C), and structure (S). It pro-

vides a value between -1 and 1, where 1 indicates 

perfect similarity [35].  

𝑆𝑆𝐼𝑀(𝑥, 𝑦) = L(x, y). C(x, y). S(x, y)   (3) 

𝑆𝑆𝐼𝑀(𝑥, 𝑦) =
(2𝜇𝑥𝜇𝑦+𝑐1)(2𝜎𝑥𝑦+𝑐2)

(𝜇𝑥
2𝜇𝑦

2 +𝑐1)(𝜎𝑥
2+𝜎𝑦

2+𝑐2)
   (4) 

• 𝑥 and 𝑦 are two images being compared. 

• 𝜇𝑥 and 𝜇𝑦 are the means of 𝑥 and 𝑦 respec-

tively. 

• 𝜎𝑥
2  and 𝜎𝑦

2  are the variance of 𝑥  and 𝑦  re-

spectively. 

• 𝜎𝑥𝑦 is the covariance between 𝑥 and 𝑦. 

• 𝑐1 and 𝑐2 are two constants added for numer-

ical stability. 

3. Bitrate: Represents the average number of bits 

used to encode each pixel in the compressed image. 

There is a relation between the compression ratio 

(CR) and the bitrate that CR quantifies the degree of 

compression achieved by comparing the original 

image size to the size of the compressed image. 

Higher compression ratios indicate more efficient 

compression [27], [37]. 

𝐵𝑖𝑡𝑅𝑎𝑡𝑒 =  
𝑇𝑜𝑡𝑎𝑙 𝐸𝑛𝑐𝑜𝑑𝑒𝑟 𝑏𝑖𝑡𝑠 

𝑁𝑜.𝑜𝑓 𝑃𝑖𝑥𝑒𝑙𝑠
    (5) 

In order to facilitate the evaluation process of our com-

pression algorithm, we develop a LabView program as 

shown in Figure 6 to preview the images after compres-

sion and calculate the evaluation metrics. 

 

Figure 6. Labview Program. 

 

4.2. Image Compression Results 

The assessment for our proposed method occurs by per-

forming our compression method on different images 

from Waterloo image set, these images are (512 *512) 

pixels, the compression performed using (8 outputs) au-

toencoder latent sizes, the Figures 7, 9 and 11 show the 

relation between PSNR and SSIM values of recon-

structed images and the compression Bitrate for our 

method and JPEG standard. And the Figures 8, 10 and 12 

show the visual inspection for our reconstructed images 

and the JPEG reconstructed images.  

 

Figure 7. Rate distortion and SSIM for Lena Image 

 

Figure 8. Original and Reconstructed Lena Images from 
Proposed Method and JPEG 

 

Figure 9. The Rate distortion and SSIM for Boat Image 
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Figure 10. Original and Reconstructed Boat Images from 
Proposed Method and JPEG 

 

Figure 11. The Rate distortion and SSIM for Goldhill Image 

 

Figure 12. Original and Reconstructed Goldhill Images from 
Proposed Method and JPEG 

From the test results as shown in Figures (7, 9 and 11), we 

find that, the proposed method has a significant perfor-

mance in low bit rates less than 0.22 bit per pixel while 

the proposed method achieves higher PSNR and SSIM 

than JPEG compression, also the reconstructed images 

have better visual inspection than JPEG reconstructed im-

age at same PSNR as shown in Figures 8, 10 and 12. The 

disadvantage of this method is that the PSNR is saturated 

and cannot achieve high image quality at high bit rates. 

5. Conclusion 

This work introduces a promising low complexity image 

compression method, this approach based on two simple 

pre-learned autoencoders, the image divided into (8 * 8) 

blocks, the blocks divided into two groups based on the 

block contents as low details blocks and high details 

blocks, the first autoencoder which is the simplest one is 

used to detect the block details and then select the auto-

encoder which will be used in compression process. From 

the results we find this method outperforms JPEG signifi-

cantly in low rates (less than 0.22 bpp) and also it needs 

low computational complexity. However, the proposed 

method shows a limited quality that PSNR saturates at bi-

trate around 0.22 bpp and decreasing the compression ef-

fort does not increase the quality. This method seems to 

be suitable for systems with limited resources that re-

quire a low bit rate and low computational complexity, 

while maintaining an acceptable level of image quality. 

This research introduces a novel concept that holds po-

tential for future enhancements and refinements to 

achieve improved results. 
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