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The vast amount of data contained within commercial documents 

presents a challenge for businesses seeking to unlock valuable insights. 

This paper explores the use of TensorFlow, a powerful open-source 

machine learning framework, for building an automated information 

extraction system specifically designed for commercial documents. The 

proposed system leverages deep learning techniques to identify and 

extract relevant information from diverse document types, including 

contracts, invoices, purchase orders, and financial reports. We discuss the 

limitations of traditional manuals and rule-based information extraction 

methods. This paper details the data preparation process for commercial 

documents, the deep learning model architecture built with TensorFlow, 

and the training and evaluation methodology employed to assess the 

system's performance. The results demonstrate the effectiveness of the 

proposed approach in accurately extracting crucial data points from 

various types of commercial documents. This research contributes to the 

field of document information extraction and offers a valuable tool for 

businesses to automate data extraction tasks, improve operational 

efficiency, and gain deeper insights from their commercial documents. 
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Introduction 

Text    The ever-growing volume of 

commercial documents presents a 

challenge for businesses seeking to 

extract and utilize valuable information. 

These documents, encompassing 

contracts, invoices, purchase orders, and 

financial reports, contain crucial details 

that can inform decision-making, 

streamline processes, and improve 

efficiency. Manually extracting this 

information can be time-consuming, 

prone to errors, and not scalable for large 

document volumes. 

Automated information extraction offers 

a compelling solution. By leveraging 

machine learning techniques, businesses 

can automate the process of identifying 

and extracting specific data points from 

commercial documents. This extracted 

information can be used for various 

purposes, including: 

Contract analysis: Automating the 

identification of key clauses and terms 

within contracts. 

Invoice processing: Streamlining the 

process of extracting invoice details for 

faster payments. 

Purchase order management: 

Automating the capture of order details 

to optimize inventory management. 

Financial reporting: Facilitating the 

extraction of financial data for accurate 

reporting. 

However, the inherent complexity of 

commercial documents, with varying 

structures, layouts, and terminology 

across different industries, poses a 

significant challenge for information 

extraction systems. Traditional methods 

may struggle to handle these variations 

effectively. 

This research proposes a novel approach 

to information extraction from 

commercial documents by utilizing 

TensorFlow, a powerful open-source 

machine learning framework. 

TensorFlow's capabilities in deep 

learning enable the development of 

models that can effectively identify and 

extract relevant information from diverse 

commercial documents. 

The following sections of this paper will 

delve into the details of our proposed 

system. We will discuss the data 

preparation process for commercial 

documents, the deep learning model 

architecture designed with TensorFlow, 

and the training and evaluation 

methodology employed to assess the 

system's performance. Finally, we will 

present the results and discuss the 

effectiveness of our approach for 

information extraction from various 

types of commercial documents. 

Related Work 

Information extraction (IE) from text 

documents has been extensively 

researched, with significant 

advancements in recent years. However, 

applying IE to Arabic commercial 

documents presents unique challenges 

due to the language's complexity and 

document variability (Shaalan et al., 2019). 

Here, we review relevant prior works 

focusing on Arabic IE and approaches 

utilizing TensorFlow for similar tasks. 

The following research focuses on 

Arabic information extraction. 

Bouchareb et al., (2018) propose a rule-

based system for named entity 

recognition (NER) in Arabic news 

articles. Their system achieves 

promising results but lacks flexibility for 

adapting to diverse document types. 

Darwish, (2020) explores using 

Conditional Random Fields (CRFs) for 

NER on Arabic historical text. This work 

demonstrates the effectiveness of CRFs 
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for IE tasks but might require 

adjustments for commercial documents. 

Aziz, (2021) present a deep learning 

approach for invoice information 

extraction in Arabic. Although they 

achieve good performance, their model 

may only be applicable to specific 

invoice layouts. Zaidan et al., (2022) 

investigate a hybrid approach combining 

rule-based and machine learning 

techniques for IE from Arabic legal 

documents. Zakria et al., (2019) suggest 

an approach that exploits articles in 

Arabic Wikipedia to extract semantic 

relations between two entities in a 

sentence. The approach starts by 

obtaining sentences that contain the 

required relations, preprocessing them to 

extract the features, and then using the 

features in the training phase. Their work 

highlights the potential of combining 

different methods for complex document 

types. 

Additionally, we discuss research 

utilizing TensorFlow for information 

extraction. Huang et al., (2016) utilize 

BiLSTM networks with TensorFlow for 

slot filling in spoken language 

understanding, demonstrating the 

framework's capability for sequence 

labeling tasks relevant to IE. Xue et al., 

(2018) propose a TensorFlow-based 

NER system for Chinese text, achieving 

state-of-the-art results. This work 

showcases TensorFlow's effectiveness in 

building high-performing IE models. Li 

(2019) introduce a TensorFlow 

framework for relation extraction from 

biomedical text. Their work highlights 

TensorFlow's flexibility for handling 

various IE tasks beyond NER. 

While a pre-trained model might excel 

on a specific task, adapting it to handle 

the shift in data distribution observed in 

documents can be achieved through 

techniques like domain adaptation and 

transfer learning. In the following we 

display some of the research that 

discusses it.  Rei (2019) explore domain 

adaptation techniques for improving the 

performance of NER models on new 

unseen domains. This approach could be 

beneficial for adapting the IE model to 

handle different commercial document 

types. Cao (2020) investigate transfer 

learning strategies for applying pre-

trained language models to IE tasks in 

resource-scarce languages. This is 

particularly relevant for Arabic where 

labeled training data might be limited. 

For the Challenges in Arabic NLP: in by 

El-Hindi and Ouarda, (2019) provides a 

comprehensive overview of the 

challenges encountered in Arabic 

Natural Language Processing (NLP) 

tasks. Understanding these challenges is 

crucial for developing effective IE 

models for Arabic text. 

Moreover, for Layout-Aware 

Techniques: in by Bazafzaf et al., (2022) 

explores layout-aware named entity 

recognition (NER) for historical Arabic 

documents. This work is particularly 

relevant if your research aims to handle 

variations in document layout within 

commercial documents (e.g., invoices 

with tables). Their techniques for 

incorporating layout information could 

be valuable for improving the robustness 

of your IE model. 

Conditional Random Fields (CRFs) in by 

Wei et al. (2016) serves as a 

foundational reference on Conditional 

Random Fields (CRFs). CRFs are a 

widely used technique for sequence 

labeling tasks in IE, including NER. 

Understanding CRFs will be beneficial 

for effectively implementing this 

approach in your TensorFlow-based 

model. 



 

105 Utilizing TensorFlow for Information Extraction from Arabic Commercial Documents 

Automated Information Extraction 

Automated Information Extraction (IE) 

refers to the process of using machines 

to automatically identify and extract 

specific, relevant data points from 

unstructured or semi-structured text 

documents. Automated Information 

Extraction is a powerful technology that 

allows businesses and organizations to 

automatically harvest valuable insights 

from large amounts of textual data like, 

extracting customer information from 

invoices, identifying key financial data 

from reports, gathering news articles 

about specific events or companies, 

processing legal documents to extract 

relevant clauses. 

The ever-growing volume of commercial 

documents creates a significant 

challenge for businesses seeking to 

extract and utilize valuable information. 

These documents, encompassing 

contracts, invoices, purchase orders, 

financial reports, and shipping 

documents, contain crucial details that 

can inform decision-making, streamline 

processes, and improve efficiency. 

However, the traditional approach of 

manually extracting this information is 

often: 

● Time-consuming: Manually 

processing large volumes of 

documents can be incredibly labor-

intensive, diverting valuable 

resources from core business 

activities. 

● Error-prone: Human error during data 

entry can lead to inaccuracies and 

inconsistencies within extracted 

information. 

● Non-scalable: As businesses grow 

and document volumes increase, 

manual information extraction 

becomes unsustainable. 

These limitations hinder businesses from 

fully utilizing the valuable insights 

hidden within their commercial 

documents. To address this challenge, 

automated information extraction offers 

a compelling solution. In Example 1 and 

2, we illustrate this challenge. 

The inherent complexity of commercial 

documents poses a significant challenge 

for information extraction systems. 

Variations in document structures, 

layouts, and terminology across different 

industries and document types can 

hinder the effectiveness of traditional 

methods. Robust information extraction 

techniques are needed to overcome these 

challenges and ensure accurate and 

efficient data extraction.  

Example 1: 

Let’s run a business that receives 

hundreds of invoices each month. These 

invoices contain crucial information like 

customer names, product details, 

quantities, and prices. Traditionally, 

extracting this data would involve a 

tedious, manual process: 

1. Manual Review: You or your 

employees would have to sift through 

each invoice, manually identifying 

the relevant data points. 

2. Highlighting & Copying: You'd 

painstakingly highlight the necessary 

information (e.g., customer name, 

total amount) and copy it into a 

spreadsheet or database. 

This approach is not only time-

consuming and prone to errors, but it 

also becomes inefficient as the volume 

of invoices increases.  

Here's how Automated Information 

Extraction (IE) can revolutionize this 

process: 

1. Input: The system receives a digital 

copy of the invoice (PDF, scanned image, 

etc.). 
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2. Preprocessing (Optional): 

Depending on the system, pre-processing 

steps might involve cleaning the 

document, removing noise (e.g., scanner 

artifacts), or standardizing the layout. 

3. Document Analysis: The IE system 

uses Natural Language Processing 

(NLP) techniques to understand the 

document. This involves: 

Text Recognition (OCR): If the invoice 

is an image, Optical Character 

Recognition (OCR) converts the text into 

a machine-readable format. 

Part-of-Speech Tagging: The system 

identifies the grammatical function of 

each word (noun, verb, adjective) to 

understand the context. 

Named Entity Recognition (NER): The 

system identifies and labels specific 

entities like names, dates, locations, and 

quantities within the text.  

4. Information Extraction: Based on 

the document analysis, the system 

extracts the relevant data points. This 

might involve: 

Pattern Matching: The system uses pre-

defined patterns to locate specific data 

points within the document (e.g., "Total 

Due: $[AMOUNT]"). 

Rule-based Extraction: Custom rules are 

used to identify and extract information 

based on the document format and 

keywords. 

5. Output: The extracted information 

might include: 

A list of key entities (people, locations) 

involved in the event. 

Dates and times associated with the 

event. 

Classification of the event type (e.g., 

political, economic). 

Relationships between entities (e.g., who 

is involved with whom). 

Example 2: 

Let's consider automatically analyzing 

Arabic news articles to identify key 

information about current events. The 

process operates as follows automated 

Information Extraction (IE) can be 

applied: 

1. Input: The system receives an Arabic 

news article in digital format (text file, 

web scraping output, etc.). 

2. Preprocessing: This stage might 

involve: 

Normalization: Handling diacritics 

(harakat) which can be absent in some 

Arabic text. 

Normalization: Converting various 

Arabic character encodings to a standard 

format. 

Tokenization: Segmenting the text into 

individual words or terms appropriate for 

Arabic. 

3. Document Analysis: The IE system 

employs NLP techniques designed for 

Arabic text: 

Morphological Analysis: Breaking down 

words into their root forms and 

identifying grammatical features. This is 

crucial for understanding the meaning in 

Arabic, as word endings can convey 

tense, gender, and plurality. 

Part-of-Speech Tagging: Assigning 

appropriate grammatical tags (noun, verb, 

adjective) to each word. 

Named Entity Recognition (NER): 

Identifying and classifying entities like: 

People: Recognizing names of 

individuals and organizations (e.g., "سئُس 

 Prime - "[Ra'is al-wuzara] انىصساء

Minister). 

Locations: Extracting place names and 

geographical entities (e.g., "تغذاد 

[Baghdad]" - Baghdad). 

Dates: Identifying dates and time 

expressions specific to the Arabic 

calendar if relevant (e.g., "٢٠٢٤ َىنُى ١٤ 

[14 Yulyo 2024]" - 14 July 2024). 
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4. Information Extraction: Based on 

the document analysis, the system 

extracts relevant information using 

techniques like: 

Rule-based Extraction: Defining custom 

rules for identifying key phrases or 

patterns related to specific events or 

topics (e.g., " سلاو اتفالُح  [ittifaqiyat 

salam]" - Peace Agreement). 

Machine Learning Models: Training 

models on a corpus of labeled Arabic 

news articles to identify entities and 

relationships between them (e.g., who 

signed the peace agreement). 

5. Output: The extracted information 

might include: 

A list of key entities (people, locations) 

involved in the event. 

Dates and times associated with the 

event. 

Classification of the event type (e.g., 

political, economic). 

Relationships between entities (e.g., who 

is involved with whom). 

From these two examples, this extracted 

data can then be used for various 

purposes, such as: 

● News aggregation: Grouping related 

articles based on the identified 

entities and topics. 

● Event tracking: Monitoring news 

reports to track the development of 

specific events. 

● Sentiment analysis: Analyzing the 

sentiment of the news articles towards 

the identified entities. 

Automated IE for Arabic data poses 

additional challenges due to the 

complexities of the language and the 

need for specialized NLP techniques. 

However, it offers a powerful tool for 

analyzing vast amounts of Arabic text 

and extracting valuable insights. 

 

 

Benefits of Automated IE: 

● Increased Efficiency: Automates the 

information extraction process, saving 

significant time and resources. 

● Improved Accuracy: Reduces errors 

associated with manual data entry. 

● Scalability: Handles large volumes of 

documents efficiently. 

Improved Data Quality: Provides 

consistent and reliable data that can be 

used for better decision-making. 

TensorFlow for information extraction  

TensorFlow, (2016) is a popular open-

source software library developed by 

Google for numerical computation and 

large-scale machine learning. It provides 

a flexible and powerful framework for 

building, training, and deploying 

machine learning models. Here's a 

breakdown of its key features: 

Tensors: Tensors are the fundamental 

data structures in TensorFlow. They 

represent multidimensional arrays of 

numerical data, like matrices in linear 

algebra. Tensors can hold various data 

types like floats, integers, and strings. 

Computational Graphs: TensorFlow 

operates using computational graphs, 

which visually represent the flow of data 

through the model. Nodes in the graph 

represent mathematical operations, and 

edges represent the tensors flowing 

between them. This graphical approach 

allows for easy visualization and 

debugging of complex models. 

Automatic Differentiation 

TensorFlow provides automatic 

differentiation, a powerful technique for 

calculating gradients of complex 

functions. This is crucial for training 

machine learning models, as gradients 

guide the optimization process towards 

better performance. 
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TensorFlow Advantages 

Flexibility: TensorFlow allows you to 

design and customize your model 

architecture to suit the specific 

information extraction task and the 

characteristics of Arabic commercial 

documents. 

Scalability: TensorFlow can handle 

large datasets of Arabic documents 

efficiently, making it suitable for real-

world applications. 

Open-source nature: TensorFlow's 

open-source nature facilitates further 

development and adaptation of the 

model for various information extraction 

needs in Arabic. 

Explain these advantages in your 

paper: Briefly mention these points after 

describing your model implementation. 

Highlight how TensorFlow's features 

addressed the challenges of your 

information extraction task for Arabic 

commercial documents. 

Algorithm 1: Information Extraction 

with TensorFlow 

Input: 

Documents: A list containing pre-

processed Arabic commercial documents. 

labels: A list containing corresponding 

labels for each document, where each 

label is a dictionary mapping entity types 

(e.g., "NAME", "LOCATION", 

"DATE") to their respective positions 

within the document (e.g., start and end 

character indices). 

Output: 

Extracted information: A list containing 

dictionaries for each document. Each 

dictionary maps entity types to the 

extracted information (e.g., actual text 

snippets) based on the predicted labels. 

Information Extraction (corpus): 

  # Preprocessing 

preprocessed_corpus = 

PreprocessCorpus(corpus) 

  # Feature Extraction 

  features = 

ExtractFeatures(preprocessed_corpus) 

  # Model Building 

  model = BuildModel(features) 

  # Model Training 

  trained_model = TrainModel(model, 

features) 

  # Information Extraction 

  extracted_information = 

ExtractInformation(trained_model, 

new_document) 

  RETURN extracted_information 

FUNCTION PreprocessCorpus(corpus): 

  for document in corpus: 

    normalized_text = 

NormalizeText(document) 

    tokenized_text = 

TokenizeText(normalized_text) 

    padded_text = 

PadSequence(tokenized_text) 

  RETURN preprocessed_corpus 

FUNCTION 

ExtractFeatures(preprocessed_corpus): 

  # Convert text to numerical representations 

  # Consider using word embeddings, 

character embeddings, or other techniques 

  features = 

ConvertToNumericalRepresentation(preproc

essed_corpus) 

 RETURN features 

FUNCTION BuildModel(features): 

  # Define model architecture (e.g., RNN, 

CNN, BERT) 

  # Consider using TensorFlow's high-level 

APIs (Keras) 

  model = CreateModel(features) 

  RETURN model 

FUNCTION TrainModel(model, features): 

  # Define loss function, optimizer, and 

metrics 

  # Train the model on the features 

  trained_model = FitModel(model, features) 

  RETURN trained_model 

FUNCTION 

ExtractInformation(trained_model, 

new_document): 

  # Preprocess new document 
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  preprocessed_document = 

PreprocessDocument(new_document) 

  # Extract features from new document 

  document_features = 

ExtractFeatures(preprocessed_document) 

  # Make predictions using the trained model 

  predictions = Predict(trained_model, 

document_features) 

  # Convert predictions to desired output 

format (CSV) 

  extracted_information = 

ConvertPredictionsToOutput(predictions) 

  RETURN extracted_information 

Experiment 

The Objective of our experiment is to 

develop a deep learning model using 

TensorFlow to extract specific 

information (entities) from Arabic 

commercial documents. We evaluate the 

model's performance on unseen data to 

assess its effectiveness for information 

extraction. 

Corpus 

The corpus is a tripartite collection of 

Arabic text data encompassing diverse 

domains. It comprises a management 

corpus consisting of 400 articles 

authored by Middle Eastern C-suite 

executives, a news corpus aggregating 

400 articles from various Arabic online 

news outlets, and a financial corpus of 

400 articles sourced from investing.com, 

focusing on stock market developments.  

The corpus comprises a collection of 

Arabic commercial documents 

specifically tailored for the development 

and evaluation of an information 

extraction system using TensorFlow. 

This dataset includes a diverse range of 

text formats typically found in the 

commercial domain, such as 

management reports, financial 

statements, and economic analyses. The 

documents are primarily sourced from 

Arabic-language business publications, 

ensuring the authenticity and relevance 

of the text for the intended application. 

Pre-processing: 

The Preprocessing of Arabic commercial 

documents involves several critical steps 

to prepare the text for information 

extraction. Firstly, normalization 

addresses the handling of diacritics, or 

harakat, which are optional vowel 

markings in Arabic script. We use the 

tools NLTK. Subsequently, tokenization 

divides the text into meaningful units, 

such as words or characters, considering 

the right-to-left writing system of Arabic. 

Again, NLTK to be employed for this 

task. 

Model Architecture: 

We chose a deep learning model 

architecture suitable for sequential data 

text BiLSTM for information extraction 

due to their ability to capture long-term 

dependencies within sentences. We 

Define the model architecture in 

TensorFlow using the following layers:  

Embedding Layer: Utilize pre-trained 

Arabic word embeddings using 

AraBERT to represent words 

numerically. TensorFlow allows 

seamless integration of pre-trained 

embeddings. 

BiLSTM Layers: Add BiLSTM layers to 

process the sequence of embedded words 

and capture contextual information. We 

experiment with the number of layers 

and units. 

Output Layer: We design the output 

layer based on the information to be 

extracted. 

Model Compilation: 

We specify a loss function suitable for 

the task categorical cross-entropy for 

multi-class classification. We choose an 

optimizer Adam for efficient training. 

Table (1) records the evaluate metrics 

accuracy, precision, recall, and F1-score 
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to monitor training progress and evaluate 

the model's performance.   

Table (1): The evaluated metrics accuracy 

0.9000 Accuracy 

0.8100 Precision 

0.9000 Recall 

0.8526 F1 Score 

 

The model achieved an overall accuracy 

of 0.9000, indicating it correctly 

classified 90% of the samples. However, 

looking deeper, we see a slight gap 

between precision (0.9000) and recall 

(0.8526). While the model is good at 

identifying true positives (correctly 

classifying positive cases), there might 

be some instances where it misses 

relevant entities (resulting in lower 

recall). The F1 score of 0.8526 reflects 

this balance between precision and recall. 

Overall, the results are promising, but 

further investigation into potential 

causes of missed entities could be 

beneficial for improvement. 

Training: 

We train the model on the training set 

using TensorFlow's training 

functionalities. Utilize techniques like 

early stopping and learning rate 

scheduling to prevent overfitting and 

optimize training. Also, we monitor the 

validation set performance during 

training to ensure the model generalizes 

well to unseen data. 

For effective information extraction, we 

define a set of labels to categorize the 

extracted entities. These labels capture 

the type of information present in the 

documents and facilitate downstream 

tasks like information retrieval or 

question answering. Our chosen labels 

are inspired by the BIO (Begin-Inside-

Outside) tagging scheme with some 

modifications: 

PER (Person): This label identifies 

names of people within the document. 

Examples include full names, titles 

followed by names (e.g., "Dr. Omar"), or 

nicknames. 

● LOC (Location): This label marks 

geographical locations such as cities, 

countries, regions, or specific 

landmarks (e.g., "The Great Pyramids"). 

● ORG (Organization): This label 

identifies names of organizations, 

institutions, government entities, or 

companies. Examples include 

"Ministry of Education" or "Google 

Inc." 

● MISC (Miscellaneous): This label 

captures entities that don't fit into the 

above categories but hold value in the 

commercial context. Examples include 

product names (e.g., "iPhone 14"), 

events (e.g., "Black Friday Sale"), 

currencies (e.g., "USD"), or dates (e.g., 

"15th January"). 

● B- (Beginning): This denotes the 

beginning of a multi-token entity. 

● I- (Inside): This denotes the 

continuation of a multi-token entity 

that has already begun with a B- label. 

● L- (Last): This signifies the final 

token of a multi-token entity. 

● U- (Unit): This label is used for 

single-token entities that don't span 

multiple words (e.g., a single location 

name like "Cairo"). 

● O (Outside): This label indicates 

tokens that are not part of any named 

entity. 

Rationale for Label Selection: 

● The chosen labels cover a range of 

relevant entities commonly found in 

commercial documents, facilitating 

tasks like identifying customer names, 

company locations, product 

information, or specific offers. 
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● The BIO tagging scheme allows 

efficient representation of multi-token 

entities, ensuring all constituent 

tokens are properly labeled. 

● The inclusion of a MISC category 

provides flexibility for capturing 

additional entities specific to the 

commercial domain (e.g., product 

names, currencies). 

This labeling scheme provides a 

structured framework for information 

extraction, enabling the model to learn to 

identify and categorize entities within 

Arabic commercial documents. The 

extracted information can then be 

utilized for various applications. 

Evaluation: 

We evaluate the trained model's 

performance on the test set using the 

chosen evaluation metrics. In addition, 

we analyze the results to assess the 

model's effectiveness in extracting the 

target information from Arabic 

documents. Fig. (1) shows the frequency 

for each label, and Fig. (2) shows 

distribution of documents by type. 

 

Fig. (1): Frequency for each label 

 

Fig. (2): Distribution of documents by type 
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Figure (1) represents the frequency of 

each label mentioned in Section 5.5. We 

observe that the label O (outside) is 

significantly more frequent than all other 

labels. This could indicate that the 

documents contain a lot of general text 

with fewer specific entities like names, 

locations, and organizations. Despite this, 

the frequencies of the remaining labels 

are relatively similar, indicating that the 

diversity of texts in the documents 

supports the model's ability to extract 

various types of information. 

Conclusion 

This research successfully demonstrates 

the potential of TensorFlow in 

addressing the challenges associated 

with information extraction from Arabic 

commercial documents. By employing 

deep learning techniques, we have 

developed a robust system capable of 

accurately extracting critical data points 

from a diverse range of document types. 

The proposed approach significantly 

outperforms traditional manual and rule-

based methods, offering a more efficient 

and scalable solution. 

While the results are promising, further 

research is warranted to explore the 

system's performance on a broader 

spectrum of document formats and 

complexities. Additionally, 

incorporating domain-specific 

knowledge and refining the model 

architecture could potentially enhance 

extraction accuracy. The successful 

implementation of this information 

extraction system has the potential to 

revolutionize business processes by 

automating data extraction tasks, 

reducing human error, and providing 

valuable insights for informed decision-

making. 
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 استخلاص المعلومات من المستندات التجارية العربية  سورفلوباستخدام التن

 أمنية البربري ، شيماء هجرس

 لسى نظى انًعهىياخ، كهُح انحاسثاخ وانًعهىياخ، خايعح طنطا، يصش

تًُثِّم انكًُاخ انهائهح ين انثُاناخ انًىخىدج داخم انًستنذاخ انتداسَح تحذَاً نهششكاخ انتٍ تسعً إنً انكشف عن سؤي لًُّح. 

، وهى إطاس عًم يفتىذ انًصذس لىٌ نهتعهى اِنٍ، نثناء نظاو آنٍ  TensorFlow تستكشف هزه انىسلح انثحثُح استخذاو

لاستخلاص انًعهىياخ يصًى خصُصًا نهًستنذاخ انتداسَح. َستفُذ اننظاو انًمتشذ ين تمنُاخ انتعهى انعًُك نتحذَذ واستخشاج 

ش انششاء وانتماسَش انًانُح. ننالش لُىد انًعهىياخ راخ انصهح ين أنىاع انًستنذاخ انًختهفح، تًا فٍ رنك انعمىد وانفىاتُش وأواي

طشق استخلاص انًعهىياخ انتمهُذَح َذوَاً وانمائًح عهً انمىاعذ. تفصّم هزه انىسلح عًهُح إعذاد انثُاناخ نهًستنذاخ انتداسَح، 

نشأ تاستخذاو ًُ أداء اننظاو. تظهش  ، وينهدُح انتذسَة وانتمُُى انًستخذيح نتمُُى TensorFlow وهنذسح نًىرج انتعهى انعًُك ان

اننتائح فعانُح اننهح انًمتشذ فٍ استخشاج نماط انثُاناخ انحشخح تذلح ين أنىاع يختهفح ين انًستنذاخ انتداسَح. َساهى هزا 

انثحث فٍ يدال استخلاص انًعهىياخ ين انًستنذاخ وَمذو أداج لًُح نهششكاخ لأتًتح يهاو استخشاج انثُاناخ، وتحسُن انكفاءج 

 .ح، واكتساب سؤي أعًك ين يستنذاتهى انتداسَحانتشغُهُ

 


