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Abstract: 

 Recurrent neural nets is one of the important deep learning 

techniques. Efficient Market Hypothesis assumes that financial 

prices cannot be predicted as they absorb all the news and 

information. Recently, the enhancement in computational power 

and learning process by different machine learning techniques 

facilitates financial market prediction. In this paper, the Long-Short 

Term Memory (LSTM) is followed to predict financial market 

index prices and returns. The main index of the Egyptian Stock 

Exchange; EGX30 is investigated. To the best of our knowledge, 

no research has been conducted to predict the EGX30 using the 

LSTM model. Two forecasting models were applied; the Auto-

Regressive Integrated Moving Average (ARIMA) and the LSTM 

for the sake of comparing their performance. The prediction was 

performed on EGX30 prices and returns. The results show that 

LSTM performs pretty well in predicting the EGX30 prices and 

returns. Results illustrate that the LSTM performs better than the 

ARIMA in both prices and returns.  
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1. Introduction 

Financial markets play significant role in any economy. 

Financial markets are very sensitive to any news or rumours. 

Financial time-series absorb all the news instantly. This 

hardens predicting future prices for financial assets. This is the 

main assumption of the efficient market hypothesis (Fama 

1970). Recently, many models were suggested to predict future 

prices of financial markets and they performed well [c.f. 

(Edwards 2018), (Ezzat 2021), (Kissell 2021), (Shah 2019), 

(Vaisla 2010), and (Zhong 2017)].  

Moreover, there are many characteristics of financial time 

series such as excess volatility, volatility clustering, heavy 

tailed-distribution of returns, power-law tails, random-walk 

prices, and fractal structure that cannot be captured by 

traditional models (Cont 2001). The new advances in 

computing powers facilitate predicting financial time-series.  

There are many machine learning and data mining techniques 

that could be followed. Recurrent Neural Networks (RNN) is 

one of the machine deep learning techniques that aims to mimic 

human nervous system, such as optical recognition, voice 

recognition, and pattern recognition (Graves 2013). RNN 

consists of several layers where the output of each layer could 

be inserted as the input for the next layer. RNNs principally are 

composed of three layers; input layer, hidden layer, and output 

layer. In RNN, the hidden layer is placed between the input and 

output layers. In the hidden layer(s), the function applies 

weights to the inputs and transfers them through activation 

function as output. Activation functions are usually nonlinear, 

such as sigmoid and tanh, to capture the complex behavior of 

the data.    
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In this paper, the Recurrent Neural Network (RNN) with Long 

Short-Term Memory (LSTM) will be implemented on the main 

index of the Egyptian Stock Exchange; EGX30. To the best of 

our knowledge, no research has been conducted to predict the 

EGX30 following the LSTM model. The main role of the 

LSTM model is controlled by a memory cell known as ‘cell 

state’ that adapts its state over time [(Hochreiter 1997) and 

(Olah 2015)]. LSTM model could be used for predicting time 

series. Some researchers implemented the LSTM for stock 

market price prediction [c.f. (Althelaya et al. 2018), (Baek 

2018), (Liu 2018), and (Nelson 2017)]. 

Auto-Regressive Integrated Moving Average (ARIMA) model 

is applied as a benchmark for the performance of the suggested 

LSTM model. ARIMA is a model that regresses the prices or 

returns on their own past values, which are its own lags and 

lagged forecast errors (Hamilton 1994). Thereafter, this model 

is implemented to predict future prices and returns. There are 

some weaknesses of ARIMA, such as it is computationally 

expensive and it has a poor performance for long term 

prediction. However, ARIMA is one of the most famous 

traditional models followed for time series forecasting.      

The rest of the paper will be divided to four sections. Section 2 

is devoted to describe the collected data and their preparation. 

In section 3, the prediction models are explained. In Section 4, 

the main results are displayed and discussed. Finally, Section 5 

concludes the paper. 

2. Data description and preprocessing 

To approach the main purpose, the closing price of the main 

index EGX30 is collected from investing.com. The data were 

collected from 5/18/1998 to 5/17/2023 with a total number of 
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6116 observations. Closing prices and their calculated asset 

returns are used for prediction. 

The frameworks followed to implement the ARIMA and the 

RNN with LSTM are displayed in Figure 1. 

 

A) ARIMA framework. 

 

B) RNN with LSTM framework. 

Figure 1. Framework for the ARIMA and LSTM models. 

For data preprocessing, prices are transformed to returns by 

computing the difference log prices as illustrated by Eq (1). 

)log()log( 1−−= ttt ppr  (1) 

Both prices and returns are scaled according to Eq (2). Scaling 

is important to enhance the performance of both models; 

ARIMA and LSTM.  
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As the design of this study is to predict future prices and returns, 

both models ARIMA and LSTM are following the supervised 

learning. Thereafter, the data were split to 80% for training and 
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20% for testing and validation. The models are implemented 

with RStudio software. Figures 2 and 3 show the split of price 

data to training and test sets before and after scaling. 

 

A) The 80% training data of the EGX30 

 

B) The 20% testing data of the EGX30 

Figure 2. The split of the EGX30 prices for training and test. 

 

A) The 80% training data of the scaled-price EGX30 
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B) The 20% testing data of the EGX30 

Figure 3. The split of the EGX30 scaled prices for training and test. 

3. Prediction models 

The main purpose of this study is to implement LSTM model 

to forecast future prices, returns for the EGX30. To achieve this 

objective, we need to compare its performance with other 

forecasting models. Thereby, ARIMA, which is one of the most 

famous time series forecasting models is applied. The 

description and explanation of ARIMA and LSTM are 

presented in the following two subsections. 

3.3 ARIMA model 

ARIMA is a time series forecasting model composed of two 

parts (Hamilton 1994);  

i. the Auto-Regressive (AR) model as presented in Eq. (3). 

Auto-Regressive (AR) model: 

 +++++= −−− ptpttt YYYY ...2211
                                          (3)                                        
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Where  is the intercept term and i is the coefficient of lag i 

are estimated by the model. Eq. (3) describes the dependency 

of tY  only on its own lags.  

ii. Moving Average (MA) model as displayed in Eq. (4). 

MA model: 

qtqttttY −−− +++++=  ...2211
                                        (4)                                                          

Eq. (4) represents the dependency of tY  only on the lagged 

forecast error. Error terms are the errors of the auto-regressive 

models of the respective lags. 

In ARIMA model, the time series is differenced at least once to 

transform it to a stationary series. Then, AR part and MA part 

are integrated to produce the ARIMA model as illustrated by 

Eq. (5). 

ARIMA model: 

 
qtqtttptpttt YYYY −−−−−− ++++++++=  ...... 22112211
   (5)                    

3.2 LSTM model 

LSTM model is used to identify patterns in data sequences, 

such as the time series [(Hochreiter 1997) and (Olah 2015)]. 

Accordingly, LSTM could perform fairly well in predicting 

stock prices and returns. Deleting the longest retrieved 

information and substituting it with new data once the memory 

is full is considered as a real disadvantage of the RNN.  

LSTM is considered as a concrete revolution in the field of deep 

learning, as previous computations are included in the current 

ones. LSTM, however, solves this problem by filtering selected 

information in long-term memory, which is stored in the ‘cell 

state’. Moreover, the hidden state stores short-term information 

from previous calculations.  
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Figure 4 (https://stackoverflow.com/a/53760729 ) illustrates the 

structure of an LSTM unit. LSTM layer is formed by an LSTM cell 

consisting of several units and many LSTM cells. 

Eqs. (6-11) summarize how the LSTM unit’s long-term state is 

computed, its short-term state, and its output at each time step. 

 

Figure 4. A general LSTM unit. 
 

 )( 1 it

T

hit

T

xit bhWXWi ++= −Input gate:  (6) 

)( 1 ft

T

hft

T

xft bhWXWf ++= −Forget gate:  (7) 

)tanh(
~

1 cthctxct bhWXWC ++= −New candidate:  (8) 

ttttt CiCfC
~

1  += −Cell state:  (9) 

)( 1 othotxot bhWXWo ++= −Output gate:  (10) 

)tanh( ttt Coh =Hidden gate:  (11) 

◼ Wxi, Wxf, Wxc, Wxo are the weight matrices of the three gates, 

respectively.  

https://stackoverflow.com/a/53760729
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◼ Whi, Whf, Whc, Who are the weight matrices of each of the three 

gates, respectively.   

◼ bi, bf, bc and bo are the bias terms for each of the three gates, 

respectively. 

◼ σ is an element-wise sigmoid activation function of the neurons, 

and tanh is an element-wise hyperbolic tangent activation 

function of the neurons. 

◼  is the element-wise product. 

4. Results and discussion 
In the following two subsections, the results obtained from 

implementing the ARIMA and the LSTM models will be 

presented. 

4.1 Results of ARIMA 

The results of forecasting prices and returns following ARIMA 

are displayed in Figure 5. 

 

A) EGX30 scaled prices forecasting. 
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B) EGX30 scaled returns forecasting. 

Figure 5. Price and returns forecasting from ARIMA. 

To check the performance of the ARIMA model, Root Mean Square 

Error (RMSE) is calculated according to the Eq (12). The resulted 

RMSE are 0.9813 and 0.7708 for prices and returns, respectively.  

 =
=

n

t te
n

RMSE
1

21
 

(12) 

4.2 Results of LSTM 

As illustrated above the LSTM is applied on both index prices 

and returns. To check the extent to how well the LSTM model 

is working, loss function is computed. Loss function measures 

how well the machine learning model fits the data set under 

investigation in terms of predicting the expected values. 

In the deep learning, the NN aims at minimizing the loss as it 

represents the distance between actual values and their 

predictions. The NNs learn by adjusting weights and biases in 

a way that decreases loss. Panel A in Figure 6 shows that the 

loss for training set is decreasing with increasing number of 

epochs. Panel B in Figure 6 represents loss for training against 
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val_loss for test set. We can observe that both are decreasing 

with the number of epochs. This indicates that the model is 

learning and fitting the data fairly well. 

 
A) Loss for the training set 

 

 
B) Loss for training against loss for test 

 
Figure 6. Training loss and loss against val_loss. 
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Figure 7 represents the original scaled prices of EGX30 and their 

train and test prediction by LSTM model. We can notice that the 

LSTM model is learning very well. 

 

Figure 7. LSTM model for EGX30 prices’ predictions. 

Figures 8 and 9 display the LSTM results for EGX30 returns. Figure 

8 presents the LSTM loss for training in Panel A. The loss function 

is decreasing with the number of epochs. This indicates that the 

learning is going well. Also, Panel B shows that the loss for training 

is decreasing and val_loss is almost stable. This indicates that the 

LSTM is performing pretty well.  
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A) Loss for the training set 

 
B) Loss for training against loss for test 

 

Figure 8. Training loss and loss against val_loss. 

Figure 9 illustrates the original scaled-returns against train and test 

predictions. We observe that the model is learning and fitting the 

data very well. 
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Figure 9. LSTM for EGX30 returns’ prediction. 

To check the performance of the LSTM model, RMSE is calculated 

by Eq (12). The resulted RMSE are 0.9438 and 0.7118 for prices and 

returns, respectively.  

5. Conclusion 

Predicting financial time series is a very complicated process. 

This could be due to the complex features of financial time series 

such random-walk prices, heavy-tailed return distributions, 

power-law tails, excess volatility, volatility clustering, and fractal 

structure. Also, financial markets are very sensitive to rumours 

and news. Financial markets could be affected by factors other 

than economic status, such as COVID-19 or wars in faraway 

countries.  

However, the advances to predict financial markets are continuing 

specially with the disruption of deep learning algorithms. RNNs 

play significant role in deep learning. LSTM model is one of the 

RNNs with the improvement of the memory status. LSTM can 

use recent calculations in current learning. In this study, two 
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models for forecasting were applied; the ARIMA and the LSTM. 

This facilitates the comparison between the performance of both 

models. The RMSE shows that the LSTM performs better than 

the ARIMA.  
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