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Abstract: 

The integration of artificial intelligence technologies into 
criminal evidence collection represents a significant paradigm 
shift in judicial practice. Tools such as machine learning and big 
data analytics enable the identification of hidden patterns and the 
extraction of precise indicators from various digital sources 
including smart surveillance and mobile devices. However, these 
advancements raise critical legal concerns about the admissibility 
of AI-generated evidence, particularly in light of the exclusionary 
rule, which mandates the legal acquisition of evidence. Judicial 
assessment of such evidence now requires not only a legal 
understanding but also a deep technical grasp of how the data is 
generated and processed. 

Legislatively, many legal systems lag behind in establishing 
robust frameworks that govern the legality of AI-assisted evidence 
collection especially in cases involving non-consensual data 
gathering or uncertain data provenance. This regulatory vacuum 
places immense responsibility on the judiciary to reconcile the 
efficiency of modern technology with constitutional protections 
such as the right to privacy and fair trial. Consequently, the study 
emphasizes the need to formulate comprehensive legal structures 
that define clear standards for AI use, ensuring that its deployment 
remains consistent with fundamental criminal justice principles. 

The research concludes that the growing reliance on AI 
technologies necessitates a redefinition of traditional evidentiary 
doctrines. It advocates for the development of a dynamic legal 
system that strikes a balance between technological innovation 
and the safeguarding of individual rights. Furthermore, it 
highlights the importance of international cooperation in crafting 
cross-border standards to regulate the use of AI-derived evidence, 
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thereby addressing the complexities of transnational investigations 
and harmonizing legal interpretations across jurisdictions. 

 

Keywords:  Artificial Intelligence, legal Evidence, Artificial 

Intelligence Technology, Judicial Evidence. 
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 حجیة الأدلة بتقنیة الذكاء الاصطناعي في الإثبات القضائي

  أكمل رمضان ، *هالة أحمد غالب

الإمـــارات العربیـــة ،  عجمـــان،جامعـــة المدینـــة، كلیـــة القـــانون، القـــانون الجزائـــيقـــسم 

  .المتحدة

  .الإمارات العربیة المتحدة،  عجمان،جامعة المدینة، كلیة القانون،  القانون المدنيقسم

  h.bahr@cu.ac.ae : الإلكتروني للباحث الرئیسي البرید*

ا :  

ًيشكل استخدام تقنيات الذكاء الاصطناعي في جمع الأدلة الجنائية تحولا نوعيا في النظام  ً ّ

ُّالقضائي، حيث باتت أدوات مثل التعلم الآلي وتحليل البيانات الضخمة تتيح رصد الأنماط 

ومـع . مصادر متعددة كالكاميرات الذكية والأجهزة الرقميـةالخفية واستنباط قرائن دقيقة من 

ذلك، فإن هذا التحول يثير إشكاليات قانونية تتعلق بحجية الأدلة الناتجة عن هـذه التقنيـات، 

، الذي يشترط قانونية الوسيلة المستخدمة في "استبعاد الأدلة الباطلة"ًخاصة في ضوء مبدأ 

ًيم القضائي لمشروعية هـذه الأدلـة أصـبح أكثـر تعقيـدا، لذا، فإن التقي. الحصول على الدليل

ًويستلزم فهما دقيقا للتقنية والسياق القانوني ً. 

من الناحية التشريعية، لا تزال معظم الأنظمة القانونية في مراحـل متـأخرة مـن مواكبـة هـذه 

ًالتطورات التقنية، مما يخلق فراغا تنظيميا في ما يخص مشروعية جمـع الأدلـة عـبر  الـذكاء ً

هـذا القـصور . ًالاصطناعي، خصوصا عند غياب رضـا الأفـراد أو غمـوض مـصادر البيانـات

التشريعي يضع القضاة أمام تحديات في موازنة الاعتبـارات التقنيـة بالـضمانات الدسـتورية، 

ومن هنـا، تـأتي الحاجـة الملحـة إلى تطـوير . مثل الحق في الخصوصية والمحاكمة العادلة

ّة وشاملة تحدد المعايير المشروعة لاستخدام الـذكاء الاصـطناعي، وتـضمن أطر قانونية مرن ُ

 .توافق استخدامه مع مبادئ العدالة الجنائية

يخلص البحث إلى أن الاعتماد المتزايد على تقنيـات الـذكاء الاصـطناعي يفـرض إعـادة 

فاعلية التقنية من صياغة لمفاهيم الإثبات التقليدي، ويستلزم بناء منظومة قانونية توازن بين ال

كما يـدعو إلى تبنـي نهـج تـشريعي اسـتباقي . جهة، وحماية الحقوق الفردية من جهة أخرى
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ّيراعي الطابع العابر للحدود لبعض الأدلة الرقمية، ويشجع التعاون القضائي الـدولي لوضـع  ُ

دة ّمعايير مشتركة تنظم شرعية الأدلة المستخرجة بالتقنيـات الذكيـة، مـع الحفـاظ عـلى وحـ

 .المعايير القانونية في ظل التعدد القضائي للدول

  ت اتقنيـة الـذكاء الاصــطناعي، الأدلـة القانونيـة، الـذكاء الاصـطناعي: ا ،

 .الإثبات القضائي
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Introduction:  

Digital technologies particularly artificial intelligence (AI) have 

undergone significant development, leading to profound 

transformations in the legal and judicial sectors. AI has become a 

pivotal tool in enhancing legal procedures, especially in the 

collection and analysis of criminal evidence, owing to its ability 

to process data with exceptional speed and accuracy. 

However, this advancement raises critical legal and ethical 

questions regarding the legitimacy of AI-generated evidence 

and its compliance with the exclusionary rule, which prohibits 

the use of unlawfully obtained evidence in criminal proceedings 1.  

There is no denying that the advancement of Artificial 

Intelligence (AI) has fundamentally transformed the ways in which 

evidence is collected and analyzed in criminal investigations. 

Technologies such as big data analytics and machine learning are 

now capable of detecting hidden patterns and extracting information 

from a wide range of sources, including surveillance cameras, 

smart devices, and even social media platforms.Accordingly, legal 

frameworks must evolve to keep pace with the rapid technological 

progress, ensuring that such evidence is gathered in accordance 

with legal standards and in a manner that does not infringe upon 
individuals’ rights 2 . 

For example, facial recognition technologies, which are now 

widely used to identify suspects in criminal cases, have raised 

growing concerns regarding privacy violations. The collection of 

individuals' biometric data may, in certain instances, be 

considered unlawful. Therefore, judicial authorities must ensure 

that evidence obtained through such technologies is not used in 

ways that contravene the principles of justice and human 

                                                           
1 Al-Ali, M. (2020). The Legal Framework for Evidence in Criminal 
Proceedings. Dar Al-Manar. 

2 Goodman, B., & Lin, Y. (2019). Machine Learning and Criminal Evidence: 
Opportunities and Challenges. Journal of Legal Studies, 48(1), 55-78. 
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rights 3. This must be accompanied by strict adherence to the 

exclusionary rule, which provides that evidence obtained through 
illegal means shall not be admissible in court proceedings 4. 

In this context, it is worth noting that if evidence is collected 

using AI technologies in a manner that violates privacy—such as 

analyzing mobile phone data without prior consent—this may 

lead to the exclusion of such evidence from trial 

proceedings.The decision to exclude evidence depends on the 

legality of its collection under both domestic and international 

legal frameworks, and also on how judges interpret whether the 
collection process infringed upon fundamental human rights 5. 

It is important to note that the admissibility of such evidence 

in court proceedings remains contingent upon its compliance 

with applicable legal standards and regulations. One of the 

most pressing challenges in this area is achieving a balance 

between leveraging modern technologies and safeguarding 

individual rights, particularly in criminal cases that may have 

serious consequences for the accused.Moreover, there is an urgent 

need to develop existing legal frameworks to include clear 

guidelines on the use of AI in evidence collection, and to assess 

whether existing laws require amendment or whether new 

legislation should be introduced to ensure full adherence to legal 
principles governing criminal evidence. 

This is especially relevant given that many current legal 

systems do not adequately account for recent technological 

developments, which may result in the admission or exclusion of 

                                                           
3 Dempsey, J. (2019). Artificial Intelligence and Legal Responsibility. 
Oxford University Press. 

4 Metcalf, J., Moss, E., & Watkins, E. (2021). Privacy, Surveillance, and 
Evidence: Implications of AI in Criminal Justice. Journal of Technology 
Law, 59(2), 175-199. 

5 Metcalf, J., Moss, E., & Watkins, E. (2021). Privacy, Surveillance, and 
Evidence: Implications of AI in Criminal Justice. Journal of Technology 
Law, 59(2), 175-199. 
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evidence without a thorough evaluation of the means by which 

it was obtained 6. 

Given the rapid advancement of artificial intelligence 

technologies, it is anticipated that legal challenges related to 

evidence collection will continue to grow. Therefore, judicial 

systems must adopt a proactive approach to ensure that the use 

of AI in criminal investigations aligns with established legal 

safeguards.These emerging challenges also call for international 

cooperation to facilitate the exchange of expertise on how to 

handle evidence obtained through AI technologies, particularly in 

transnational criminal cases. This necessitates the development 

of shared legal standards that uphold justice and protect 
fundamental rights across jurisdictions7. 

It can be concluded that the relationship between the 

advancement of AI technologies in evidence collection and the 

exclusionary rule remains a complex and sensitive issue that 

requires in-depth study and comprehensive legal analysis.The 

core challenge lies in striking a balance between leveraging 

modern technologies for evidence gathering and ensuring the 

protection of individual rights and the preservation of 

fundamental legal principles. 
 

Study Problem and Research Questions: 

With the rapid advancement of technology, Artificial 

Intelligence (AI) has become an essential tool across many fields, 

including criminal investigations. AI enables the analysis of vast 

amounts of data, significantly facilitating the process of evidence 

collection. However, despite its numerous benefits, the use of such 

                                                           
6 Jamal Al-Din, M. (2021). Artificial Intelligence and Law: The Legal 
Framework for Evidence Collection. Arab Law Journal, 12(3), 45–66. 

7 Scherer, M. U. (2016). Regulating Artificial Intelligence Systems: Risks 
and Opportunities. Harvard Journal of Law & Technology, 29(2), 353-400. 

 



 

 

 )٢٤٤( The Legal Authority of Artificial Intelligence-Based Evidence in Judicial Proof 

technologies raises serious legal and ethical concerns, 
particularly regarding the legitimacy of the evidence collected. 

AI may be employed in ways that give rise to concerns about 

violations of individual rights, especially in terms of privacy and 

data protection. This presents a real challenge in the context of 

applying the exclusionary rule in criminal proceedings. The 

central problem lies in how to strike a balance between the 

advantages offered by AI technologies and the legal principles 

that safeguard individual rights.This issue underscores the need 

for an in-depth study of the impact of AI-based technologies on 

the exclusion of unlawfully obtained evidence in judicial 
proceedings. 

Research Questions 

Main Research Question: 

How does the use of artificial intelligence technologies in the 

collection of criminal evidence affect the application of the 
exclusionary rule in criminal proceedings? 

Sub-questions: 

:1What are the most prominent artificial intelligence 

technologies currently used in the collection of criminal 
evidence? 

:2What are the existing legal and regulatory frameworks 

governing the use of AI technologies in evidence collection 

within criminal procedures? 

:3How does the use of AI in evidence collection impact 

individual rights? 

:4What criteria are used to determine the legality of 

evidence collected using AI technologies? 

:5How can a balance be achieved between the 

effectiveness provided by AI technologies in evidence 

collection and adherence to the exclusionary rule in 
criminal courts? 
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Study Objectives 

Main Objective: 

To analyze the impact of using artificial intelligence 

technologies in the collection of criminal evidence on criminal 

procedures. 

Sub-objectives: 

:1To identify the most prominent artificial intelligence 

technologies currently used in the collection of criminal 

evidence. 

:2To analyze the legal and regulatory frameworks 

governing the use of AI technologies in evidence collection 
within criminal procedures. 

:3To explore the impact of using AI technologies on 
individual rights. 

:4To examine the criteria used to determine the legality 
of evidence collected using AI in criminal investigations. 

 

Significance of the Study: 

The scientific significance of this study lies in its analysis of the 

relationship between artificial intelligence technologies and the 

exclusionary rule, thereby enhancing the legal understanding of 

AI applications in criminal investigations. The study aims to fill a 

knowledge gap in the legal literature regarding the use of modern 

technologies in evidence collection and to provide an analytical 

framework for the compatibility of these technologies with 

established legal principles. It also contributes to enriching the 
discourse on the protection of individual rights. 

From a practical standpoint, the study offers guidance for legal 

practitioners and legislative authorities to develop clear laws 

regulating the use of artificial intelligence. This will help achieve 

a balance between harnessing technological benefits and 

safeguarding rights. 
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Methodology: 

This study employed a descriptive-analytical approach to 

examine the impact of using artificial intelligence technologies in 

the collection of criminal evidence on the application of the 

exclusionary rule in criminal procedures. The research focused on 

identifying the key effects of employing these technologies in 

evidence collection, highlighting their significant role in achieving 

justice, and assessing their positive impact when used in 

compliance with the legal provisions regarding unlawful evidence 

exclusion under UAE law. The study also aims to provide 

recommendations and proposals to enhance these mechanisms for 
the development of legislation in the United Arab Emirates. 

Study Structure 

The study is divided into two main sections: 

Section One: Artificial Intelligence Technologies Used in 
Collecting Criminal Evidence 

Subsection One: Definition of artificial intelligence 

technologies and their applications in the field of criminal 
evidence. 

Subsection Two: Legal and regulatory frameworks 

governing the use of artificial intelligence in the collection 

of criminal evidence. 

Section Two: The Impact of Artificial Intelligence on the 

Exclusionary Rule 

Subsection One: The exclusionary rule in criminal law. 

Subsection Two: The impact of artificial intelligence on 
the legality of criminal evidence. 

Conclusion 

Recommendations 

 

 



  

 

)٢٤٧(  مموا ث اا دا  ن اارإ   ٢٠٢٥ - ١٤٤٧  

 
Section One: Artificial Intelligence Technologies Used in 

Collecting Criminal Evidence 

In recent decades, the world has witnessed significant 

advancements in the use of artificial intelligence (AI) 

technologies, particularly in the field of criminal investigations. 

These technologies have become essential tools for data analysis, 

information gathering, and evidence presentation, thereby 

enhancing the accuracy of findings and expediting judicial 

procedures. 

AI contributes to understanding complex or inaccessible 

evidence that is difficult to process using traditional methods. It is 

especially utilized in the analysis of digital evidence, such as 

pattern recognition in data, image and video analysis, and 

recovery of lost or deleted data. Moreover, AI helps minimize 

human error and assists in the accurate identification of suspects, 

which in turn reduces the risk of wrongful acquittals or 
convictions. 

 
Subsection One: Definition of Artificial Intelligence 

Technologies and Their Applications in the Field of Criminal 
Evidence 

Artificial Intelligence (AI) has become one of the most 

prominent and influential technological fields in the modern era, 

with its applications rapidly expanding across various domains. 

When addressing its definition, it is clear that AI has been 

defined in multiple ways by scholars and researchers. However, 

it is generally understood as a field concerned with developing 

systems capable of performing tasks that typically require 

human intelligence, such as analysis, classification, and 

decision-making8. It is also defined as "a set of computer 

                                                           
8Al-Khalil, M. (2019). Artificial Intelligence: Definition and Applications. 
Dar Al-Shorouq.   
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systems capable of simulating human cognitive abilities, such as 
learning, reasoning, and decision-making" 9.  

 

In the criminal field, artificial intelligence is considered a 

pivotal tool that enhances the efficiency of criminal investigations 

by accurately analyzing and examining digital evidence, thereby 

contributing to faster and more precise crime detection. Artificial 

intelligence in the criminal context can be defined as the use of 

advanced computer-based technologies that simulate human 

capabilities such as analysis, decision-making, and machine 

learning with the aim of supporting criminal investigations and 

improving the efficiency of evidence analysis. 

Through its ability to process large volumes of data quickly and 

accurately, AI enables law enforcement agencies to uncover 

hidden patterns and connections that may be difficult to detect 
using traditional methods10. 

Artificial intelligence focuses on advanced technologies such as 

Machine Learning (ML) and Deep Learning, which form the 

core of its ability to process and analyze vast amounts of data. 

These technologies enable AI systems to identify hidden 

patterns and perform deeper, more comprehensive analysis of 
digital forensic evidence. 

Among the most significant AI technologies used in criminal 

evidence analysis is machine learning, a key branch of artificial 

intelligence. It is fundamentally based on training algorithms to 

extract insights from available data. Machine learning enables 

systems to analyze patterns and predict outcomes based on prior 

data, thereby contributing to the analysis of evidence and the 

identification of relationships among various elements in complex 

criminal cases. 11. These technologies are employed in pattern 
                                                           

9 Alpaydin, E. (2020). Introduction to Machine Learning. MIT Press. 

10 Johnson, M., & Mulvihill, M. (2018). "AI in Forensic Science: Changing 
the Face of Criminal Investigations." Journal of Forensic Sciences, 63(6), 
1891-1900. 

11 Alpaydin, E. (2020). Introduction to Machine Learning. MIT Press. 
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recognition, which is considered one of the most effective tools in 

the analysis of criminal evidence. Pattern recognition enables AI 

systems to identify intricate details, extract key data, and 

analyze high-resolution images, videos, and audio recordings 

with great precision. This capability assists law enforcement 

agencies in predicting potential future crimes based on 

historical crime records and behavioral trends12. 
 

For example, advanced technologies can analyze surveillance 

images to identify the faces of individuals involved in crimes or 

track body movements to help determine the identity of 

perpetrators. In this context, it is also important to mention the 

analysis of biometric evidence, such as fingerprint analysis and 

voice recognition, which contribute to enhancing the accuracy of 

investigations and uncovering the circumstances of crimes in a 
fair and precise manner13. 

Artificial intelligence technologies are also used in text 
analysis, which aims to process large volumes of criminal 
documents and textual data, such as emails and social media 
posts. In this context, this technique plays a significant role in 
identifying key words and phrases, while simultaneously 
linking them to ongoing criminal investigations14. 

 

This type of analysis is considered one of the most valuable 

investigative processes in cybercrime cases, as it requires 

processing vast amounts of textual data to identify individuals 

and determine relationships among parties involved in the 
circumstances of the crime15. 

                                                           
12Al-Khatib, S. (2021). Artificial Intelligence and Criminal Investigations. 
Dar Al-Fikr Al-Arabi. 

13 Smith, J. (2019). Advances in Biometrics for Forensic Science. Journal of 
Forensic Research, 10(3), 55-61. 

14 Turetsky, D., & Martin, J. H. (2020). Speech and Language Processing. 
Prentice Hall. 

15 Al-Ali, A. (2022). Criminal Data Analysis Using Artificial Intelligence 
Techniques. Dar Al-Uloom. 
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The application of artificial intelligence in the field of forensic 

evidence demonstrates a clear advancement in enhancing the 

capabilities of law enforcement agencies to tackle complex 

crimes. It has numerous established applications in forensic 

science, such as the analysis of digital evidence including images 

and video footage captured by surveillance cameras. This is 

achieved through computer vision technology, which relies on 

deep learning to recognize patterns and objects16. Facial 

recognition applications are also used, enabling law enforcement 

agencies to track wanted individuals or identify their identities 

by comparing captured images with known databases. It is 

noteworthy that this technology is particularly valuable in cases 

involving terrorism and major crimes, as it allows investigators 

to effectively link events to suspected individuals. Additionally, 

there are applications for analyzing video footage, especially high-

speed videos, which enable investigation teams to detect precise 

elements such as weapons and tools used in crimes17. 

Intelligent systems are capable of analyzing vast amounts of 

information and extracting relevant data from multiple sources, 

such as social media networks and numerous databases that 

require identifying relationships between suspects and events. 

This contributes significantly to building cases and substantiating 

evidence18. Artificial intelligence systems have developed the 

capability to predict future crimes by analyzing data from past 

offenses. Crime prediction technology holds significant 

importance for law enforcement agencies, as it assists in directing 

                                                           
16 Krizhevsky, A., Sutskever, I., & Hinton, G. E. (2017). ImageNet 
classification with deep convolutional neural networks. Communications of 
the ACM, 60(6), 84-90. 

17 Al-Sharif, L. (2021). Computer Vision in Criminal Investigations. Dar Al-
Fikr Al-Arabi. 

18 Mayer-Schönberger, V., & Cukier, K. (2013). Big Data: A Revolution 
That Will Transform How We Live, Work, and Think. Houghton Mifflin 
Harcourt. 



  

 

)٢٥١(  مموا ث اا دا  ن اارإ   ٢٠٢٥ - ١٤٤٧  

 
security resources to areas where crimes are likely to occur based 

on accurate predictive analyses19. 

Researchers believe that, although these technologies open new 

horizons for criminal investigations, there are challenges related to 

the ethics of their use and ensuring respect for individuals’ 

privacy, especially amid rising concerns about potential 
violations. 

 

Second Requirement: Legal and Regulatory Frameworks 

for Using Artificial Intelligence in Collecting Criminal 

Evidence 

The legal and regulatory frameworks related to the use of 

artificial intelligence in collecting criminal evidence are among 

the most complex issues, as they require continuous updates to 

keep pace with technological advancements and ensure a balance 

between enhancing justice and protecting individual rights. For 

example, in the UAE, the "UAE Artificial Intelligence Strategy 

2031" has been adopted, aiming to promote the use of AI across 

various sectors, including security and justice, where it is utilized 

in police operations and criminal investigations to improve the 
efficiency and accuracy of procedures20. 

For example, the United Nations Guidelines under the 

framework of the "Principles on the Use of Artificial Intelligence 

in Criminal Justice," recently issued to provide states with 

guidance on the fundamentals and regulations for using artificial 

intelligence in criminal investigations 21. These principles include 

                                                           
19 Mohler, G. O., Short, M. B., Malinowski, S., Johnson, M., Tita, G. E., 
Bertozzi, A. L., & Brantingham, P. J. (2015). Randomized controlled field 
trials of predictive policing. Journal of the American Statistical Association, 
110(512), 1399-1411. 

20 Federal Authority for Competitiveness and Statistics. (2021). UAE 
Artificial Intelligence Strategy 2031. Dubai, United Arab Emirates. 

21 United Nations Office on Drugs and Crime (UNODC). (2022). Guidelines 
on the Use of Artificial Intelligence in Criminal Justice. New York: United 
Nations 
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specific recommendations for enhancing the capabilities of legal 

authorities and establishing regulations to manage the risks that 

may accompany the use of artificial intelligence, such as 

predictive errors and biases that could affect the administration of 

criminal justice. It is worth noting that despite the clear progress 

in legislation development, many challenges remain, notably the 

alignment and suitability of these various laws with the rapid 

advancements in artificial intelligence. In this regard, research has 

highlighted the necessity of regularly reviewing and updating 

legislation to ensure its compatibility with technological 

developments and to effectively protect individuals' rights and 

privacy22 . 

We observe that current legal and regulatory frameworks aim to 

strike a delicate balance between technological innovation and the 

protection of human rights. However, there remains a pressing 

need to strengthen international cooperation and unify principles 

to facilitate the responsible and effective use of artificial 
intelligence in collecting criminal evidence. 

There are numerous challenges associated with the use of AI 

technologies in criminal contexts, particularly because these 

technologies can pose risks related to technological bias, which 

may negatively affect the outcomes of investigations. In this 

regard, studies on AI systems employed in criminal investigations 

have shown that some systems may contain certain biases 

stemming from the nature of the data used in their training, 

leading to inaccurate or unfair results23. 

                                                           
22 Goodman, B., & Chen, W. (2021). Towards a Framework for AI 
Regulation in Criminal Investigations. International Journal of Law and 
Information Technology, 29(3), 159–174. 

23 Kumar, A., Sinha, R., & Bhattacharya, S. (2022). AI Bias in Criminal 
Investigations: Challenges and Solutions. Journal of Forensic Science and 
Technology, 12(4), 101–119. 
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One of the most significant challenges facing lawmakers in 

regulating the use of artificial intelligence in criminal 

investigations is technological bias. For example, if intelligent 

systems are trained on previous data that contains human biases, 

AI will reinforce these biases, which may lead to unfair targeting 

of certain groups or races. To address this issue, legislators should 

establish strict regulations to ensure the provision of neutral and 
comprehensive databases that reduce the likelihood of bias24. 

At the level of the Arab world, many countries face similar 

challenges. Several Arab states, such as the UAE and Saudi 

Arabia, are taking initial steps to establish a regulatory framework 

for the use of artificial intelligence. However, these efforts are still 

in their early stages. The United Arab Emirates, for example, has 

already begun outlining a regulatory framework through the 

"UAE Artificial Intelligence Strategy 2031." Nevertheless, it is 

noticeable that this framework still requires further development 

to clearly define legal responsibilities in the event of errors caused 
by artificial intelligence in criminal investigations25. 

The issue of protecting personal data also constitutes a major 

challenge in regulating the use of artificial intelligence in criminal 

investigations. Artificial intelligence relies on analyzing vast 

amounts of personal data, which may include sensitive 

information about suspects, witnesses, and other related parties. 

Therefore, legislation must be established to protect privacy and 

prevent its violation by intelligent systems. For this reason, the 

United Nations has begun issuing the "Principles on the Use of 

Artificial Intelligence in Criminal Justice," which emphasize the 

necessity of safeguarding individuals' privacy and call for the 

establishment of strict standards for collecting and analyzing 

                                                           
24 United Nations Office on Drugs and Crime (UNODC). (2022). Guidelines 
on the Use of Artificial Intelligence in Criminal Justice. New York: United 
Nations. 

25 Federal Authority for Competitiveness and Statistics. (2021). UAE 
Artificial Intelligence Strategy 2031. Dubai, United Arab Emirates. 
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criminal data through artificial intelligence26 .There is a clear need 

for a legal framework that explicitly defines the parties 

responsible for the decisions made by intelligent systems, whether 

that responsibility lies with the programmers or the entities that 
deploy these systems 27. 

It is worth noting that the relationship between digital forensic 

evidence and traditional law represents one of the most prominent 

and significant legal challenges in an era marked by rapidly 

accelerating technological advancements. This rapid development 

in communications and information technologies has led to the 

emergence of digital evidence as a primary source in criminal 

investigations, encompassing everything related to data stored or 

transmitted through digital devices, such as emails, conversations 

via various applications, and electronic transaction records. These 

have become critical factors in proving or disproving many 

crimes. However, dealing with such digital evidence has raised 

numerous legal issues, especially when compared to traditional 

legal systems that primarily rely on direct physical evidence, such 

as testimonies or paper documents. Therefore, many legislations 

have sought to adapt to this transformation by updating laws to 

include digital evidence within the legal framework. For example, 

in the United States, the Federal Rules of Evidence allow the use 

of digital evidence but impose strict standards to verify its 

authenticity and reliability, thereby reinforcing its acceptance as 

admissible evidence in courts, provided that it is proven free from 
tampering 28. 

                                                           
26 United Nations Office on Drugs and Crime (UNODC). (2022). Guidelines 
on the Use of Artificial Intelligence in Criminal Justice. New York: United 
Nations. 

27 Goodman, B., & Chen, W. (2021). Towards a Framework for AI 
Regulation in Criminal Investigations. International Journal of Law and 
Information Technology, 29(3), 159–174. 

28 Cunningham, B. (2021). Admissibility and Reliability of Digital Evidence 
in the Courtroom. American Criminal Law Review, 58(2), 203–245. 
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On the other hand, some countries adopt a cautious approach 

regarding the acceptance of digital evidence, requiring special 

procedures to ensure the integrity of such evidence, as well as to 

guarantee that individuals’ privacy rights are not violated during 
the collection and presentation of this evidence in courts29.  

If we turn to the Arab world, we notice that digital evidence 

faces many challenges due to the traditional nature of existing 

legal frameworks. For example, the United Arab Emirates has 

adopted modern legislation related to digital evidence, having 

enacted the Cybercrimes Law of 2021, which includes provisions 

aimed at regulating the collection and presentation of digital 
evidence in criminal investigations30. 

 Although these legislations reflect a trend towards developing 

the law to keep pace with technological challenges, they may still 

require further development to better adapt digital evidence to the 

traditional concepts of criminal proof. It is also noticeable that one 

of the fundamental problems facing digital evidence lies in 

verifying its authenticity and integrity, as digital evidence can be 

manipulated more easily compared to traditional evidence. 

Therefore, traditional law seeks to establish precise standards to 

ensure that digital evidence is not tampered with before being 

presented to the court. According to legal research, digital 

evidence requires rigorous review of its original integrity, since 

studies have shown that traditional investigative methods may not 

be sufficient to verify the authenticity of digital evidence, which 

necessitates the development of new mechanisms to ensure that 
the evidence has not been altered in any way31. 

                                                           
29 European Commission. (2018). General Data Protection Regulation 
(GDPR). Brussels: European Commission. 

30Ministry of Justice, UAE. (2021). Cybercrime Law. 

31 Belvin, S. M., Blaze, M., Landau, S., & Schneider, B. (2021). Lawful 
Hacking: Using Existing Vulnerabilities for Wiretapping on the Internet. 
Journal of Cybersecurity, 7(1), 1–17. 
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The greatest challenge remains in aligning digital evidence with 

traditional legal principles, especially since such evidence often 

requires advanced technical interventions for interpretation and 

understanding. This necessitates the involvement of technical 

experts in courts to assist in presenting this evidence in a manner 
consistent with legal standards. 

The studies also emphasize the importance of developing 

traditional legislation to be flexible enough to accommodate 

digital evidence, in order to achieve a balance between fostering 

innovation and protecting individual rights and public interests. 

Clear and globally agreed-upon standards should be established to 

ensure integrity, transparency, and accountability in AI systems, 

especially in sensitive fields such as criminal justice and 

healthcare32. 

Moreover, AI frameworks must adopt principles of ethical 

governance, which involve making decisions that uphold ethical 

responsibility to ensure that AI is not misused or negatively 

impacts individuals or communities. In this regard, international 

organizations such as the Organisation for Economic Co-operation 

and Development (OECD) have proposed standards to guide the 

responsible use of artificial intelligence. In 2019, the OECD 

published its recommendations emphasizing that legislation 

should include effective tools for assessing the social impact of AI 
systems 33. 

In the Arab world, the United Arab Emirates has presented an 

advanced model through the "UAE Artificial Intelligence 

Strategy 2031," which outlines a set of goals and procedures 

aimed at developing a comprehensive legal framework to support 

the use of artificial intelligence across various sectors while 

safeguarding individual rights. However, this approach still 

                                                           
32 European Commission. (2018). General Data Protection Regulation 
(GDPR). Brussels: European Commission. 

33 OECD. (2019). OECD Principles on Artificial Intelligence. Paris: OECD 
Publishing. 
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requires the development of effective mechanisms for 

accountability and ensuring transparency in the use of 
intelligent technologies. 

Moreover, there must be a strong focus on establishing 

measures to mitigate potential biases in AI applications. In this 

context, researchers recommend the implementation of bias 

detection techniques and the continuous evaluation of the 

datasets used, to ensure fairness in the outcomes generated by AI 

systems34. 

 Developing legal frameworks for artificial intelligence is 

essential to provide flexible solutions that can adapt to various 

fields, especially at a pace that does not allow for legislative 

stagnation. Therefore, experts suggest incorporating the 

concept of "self-regulation" into legislation, whereby leading AI 

companies are granted the authority to establish their own ethical 

standards under the supervision of regulatory bodies.This 

approach contributes to a faster legal response to technological 

developments, ensuring that innovation continues while 
maintaining oversight and accountability35. 

  

 

 

                                                           
34 Johnson, D., Roberts, T., & Lee, K. (2022). Mitigating Bias in AI: Ethical 
Implications for Law and Policy. Technology and Ethics Journal, 9(2), 123-
141. 

35 Belvin, S. M., Blaze, M., Landau, S., & Schneider, B. (2021). Lawful 
Hacking: Using Existing Vulnerabilities for Wiretapping on the Internet. 
Journal of Cybersecurity, 7(1), 1–17. 
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Section Two: The Impact of Artificial Intelligence on the 
Principle of Exclusion of Illegally Obtained Evidence 

Evidence has become more complex and effective with the 

advancement of modern technology. In this context, the principle 

of exclusion of illegally obtained evidence serves as a 

cornerstone for ensuring justice and protecting individual rights. 

This principle prohibits reliance on evidence that has been 

obtained through illegal means, methods that violate the law, or 
those that involve breaches of privacy. 

The use of artificial intelligence (AI) in criminal investigations 

introduces new legal challenges regarding the legitimacy and 

admissibility of such evidence. As a result, there is a pressing 

need to establish clear legal boundaries that strike a balance 

between the effectiveness of modern technologies and the 

protection of individual rights, in accordance with applicable 

legal standards. This balance is essential to reinforce the integrity 

and credibility of the justice system, ensuring that AI serves as a 
tool for enhancing justice rather than compromising it. 

Section One: The Principle of Exclusion of Illegally 
Obtained Evidence in Criminal Law 

The principle of excluding illegally obtained evidence is 

considered one of the fundamental principles in criminal law, 

reflecting the extent to which legal systems are committed to the 

ideals of fair trials and the protection of individual rights. This 

principle is based on prohibiting the reliance on any evidence 

acquired through illegal methods, such as torture, coercion, 

unauthorized surveillance, or violations of individual privacy.It 

is rooted in human rights concepts and the individual's right to a 

fair trial, since criminal justice is not only about proving guilt, 

but also represents an ethical and legal duty to uphold the dignity 

and rights of the accused. In this context, the philosophy of 

excluding illegally obtained evidence has evolved over time to 

become today an essential safeguard for fair trial standards in 
most legal systems. 
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On the international level, modern criminal legislation has 

adopted a strict approach in this regard. For example, Article 6 

of the European Convention on Human Rights guarantees the 

right to a fair trial, which includes the outright exclusion of any 

evidence obtained in violation of fundamental human 

rights.This commitment illustrates the legal community’s 

growing emphasis on integrity and fairness in judicial 

proceedings, ensuring that justice is achieved not only through the 
outcome but also through the means by which it is pursued36. 

From another perspective, at the Arab regional level, several 

countries have incorporated the principle of excluding illegally 

obtained evidence into their criminal laws in order to ensure the 

fairness and integrity of trials. In the United Arab Emirates, for 

instance, the Code of Criminal Procedure explicitly stipulates 

that any evidence obtained through unlawful means must be 

excluded. This reflects a strong commitment to protecting 

human rights and upholding justice throughout all stages of 
litigation. 

Legal scholars in the UAE affirm that the exclusion of 

unlawful evidence demonstrates the legislature’s intent to strike a 

balance between combating crime and safeguarding individual 

rights, especially in cases involving public security and personal 
privacy37. 

Some scholars argue that the principle of excluding illegally 

obtained evidence serves as a deterrent to law enforcement 

authorities. The enforcement of this principle prevents police 

officers from violating the law in order to obtain evidence 

regardless of how incriminating or persuasive that evidence may 

be. It reinforces the principles of accountability and integrity, as 

it affirms that respect for the law is not optional, but rather a 
                                                           

36 Stefan, K. (2019). Legal Principles and Human Rights in Criminal Law. 
Springer. 

37 Al-Zaabli, Ahmad. (2021). The Fundamentals of Criminal Procedure Law 
in UAE Legislation. 



 

 

 )٢٦٠( The Legal Authority of Artificial Intelligence-Based Evidence in Judicial Proof 

binding obligation on all parties, whether ordinary individuals or 

state authorities.In this context, researchers emphasize that 

adhering to this principle strengthens public trust in the judicial 
system, as it demonstrates that trials are conducted fairly and 

transparently, and that any misconduct in evidence collection 

will not be tolerated, even if the evidence appears to be decisive in 

proving the crime38. 

Moreover, the exclusion of unlawfully obtained evidence is 

seen as a protective mechanism for safeguarding the rights of 

defendants against potential abuses. It ensures that individual 

rights are not merely rhetorical slogans, but principles that are 

actively upheld in practice. Some academics have emphasized 

that this principle contributes to raising the standards of judicial 

fairness, encouraging law enforcement authorities to develop 

investigative methods that are both legal and respectful of 
human rights. 

It is important to note, however, that this principle is not 

applied absolutely. There are instances where illegally obtained 

evidence may be admitted if its exclusion would lead to a serious 

miscarriage of justice, such as allowing a guilty party to evade 

punishment. In such cases, courts apply strict criteria to assess 

whether admitting the evidence is justified, aiming to strike a 

delicate balance between upholding justice and protecting 
individual rights39. 

Researchers argue that such exceptions remain limited and are 

subject to strict judicial oversight to ensure they are not misused 

in ways that could compromise the integrity of the justice system. 

This principle is fundamentally based on prohibiting the use of 

evidence obtained through illegal means, thereby serving as a 

                                                           
38 Bassiouni, M. C. (2021). The Protection of Human Rights in Criminal 
Proceedings. Oxford University Press. 

39 Hafner, D. (2023). Evidence and Exclusion: Principles and Practice. 
Cambridge University Press. 
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safeguard for individuals against violations of their rights. Among 

the most critical of these rights are the right to privacy, and 

freedom from torture or coercion, particularly protection 
against being forced to give statements under threat or duress. 

When illegally obtained evidence is admitted in criminal trials, 

it can undermine the fundamental rights of defendants, 

potentially leading to unfair trials. In contrast, the exclusion of 

such evidence is considered an effective tool to ensure that 

judicial proceedings are conducted with fairness and integrity, 
which in turn strengthens public trust in the justice system 40. 

The importance of this principle also emerges in affirming the 

rule of law; excluding evidence obtained through unlawful means 

sends a strong message to law enforcement officials that their 

violations will not be tolerated, and that adherence to legal 

procedures and respect for human rights is the main pillar of any 

fair judicial system. Some legal scholars have argued that this 

commitment ensures the improvement of investigative methods, 

as it encourages the relevant authorities to follow legal and ethical 

procedures in gathering evidence, rather than resorting to unlawful 

methods that could result in the entire evidence being 

invalidated41. 

This principle also prevents the use of evidence obtained 

through coercion or torture, ensuring that the relied-upon evidence 

is reliable and lawful. It reinforces the concept of "legal proof" in 

criminal trials and positively reflects on the rights of the accused, 

benefiting society as a whole. The importance of this principle is 

clearly demonstrated in several international agreements, such as 

the International Covenant on Civil and Political Rights, which 

affirms the accused's right to a fair trial and prohibits the use of 

                                                           
40 Aldridge, M., & Brants, C. (2021). Criminal Evidence and Human Rights: 
Reconstructing the Relationship. Routledge. 

41 Zebali, Ahmed. (2021). Fundamentals of Criminal Procedure Law in UAE 
Legislation. 
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any evidence obtained through unlawful means or in violation of 
international human rights standards42. 

On the other hand, the principle of excluding illegal evidence 

helps prevent some individuals from escaping punishment due to 

abuse of power or misconduct by legal officials. Since lawful 

evidence is the legitimate means to prove a crime, illegal evidence 

stands as proof of abuse of authority, which cannot be accepted in 

a system that seeks to promote justice and protect human rights. In 

this regard, researchers note that some Arab countries, such as the 

United Arab Emirates, have applied this principle transparently. 

UAE law prohibits the acceptance of evidence obtained through 

means that violate legal provisions, thereby affirming the 

protection of privacy and the inviolability of individuals (Federal 

Law No. 35 of 1992)43. 

Researchers have pointed out that the principle of excluding 

illegal evidence is one of the most important guarantees that 

strengthen the right to a fair trial and protect the judicial system. It 

enhances individuals’ trust in the judiciary’s ability to achieve 

justice without infringing on their rights. This principle is a 

fundamental part of criminal justice systems worldwide, aiming to 

protect individuals’ rights and ensure the integrity of legal 
procedures. 

In the American legal system, this principle is known as the 

"exclusionary rule," which prohibits the use of evidence obtained 

through methods that violate individuals’ constitutional rights. 

The landmark ruling in Mapp v. Ohio (1961) affirmed this 

principle, with the Supreme Court ruling that illegally obtained 

evidence is inadmissible, thus making the exclusionary rule a key 

                                                           
42 Stefan, K. (2019). Legal Principles and Human Rights in Criminal Law. 
Springer. 

43 Zebali, Ahmed. (2021). Fundamentals of Criminal Procedure Law in UAE 
Legislation. 
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tool to protect individual rights and uphold the integrity of the 

judicial system44. 

The European Court of Human Rights adopts a similar 

approach, as some European countries allow the admission of 

unlawful evidence under certain circumstances, particularly when 

excluding such evidence is believed to significantly increase the 

likelihood of the perpetrator escaping punishment. For example, 

the British legal system permits the acceptance of unlawful 

evidence, but this is subject to the judge's discretion, who balances 

the interests of justice with the protection of the defendant's 
rights45. 

Some scholars believe that this approach reflects the UAE’s 
commitment to promoting justice and protecting human rights. 
This is because confessions and evidence obtained through 
unlawful means can distort justice and undermine confidence in 
the judicial system. This practice is evident in certain cases aimed 
at balancing law enforcement with respect for individual rights, 
which in turn strengthens justice and affirms that human rights are 
not mere slogans but a fundamental part of judicial procedures46. 

In the same context, France adopts a similar legal model that 
emphasizes the protection of the rights of the accused. French 
criminal law provides for the exclusion of unlawful evidence, 
especially if it involves violations of human rights standards. 
French courts have issued rulings in several cases concerning the 
exclusion of evidence obtained through illegal means, such as 
unauthorized surveillance or the use of secret recording techniques 
without judicial authorization47. 

                                                           
44 Jackson, D. (2022). Exclusionary Rule in American Criminal Law. 
Harvard Law Review 

45J Jackson, D. (2022). Exclusionary Rule in American Criminal Law. 
Harvard Law Review 

46 Zebali, Ahmed. (2021). Fundamentals of Criminal Procedure Law in UAE 
Legislation. 

47 Dubois, M. (2023). Criminal Justice and Evidence Exclusion in France. 
Cambridge University Press. 
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We should not overlook that this principle is also evident in 

Islamic legal systems, as Islamic Sharia places great importance 

on integrity in the collection of evidence and calls for the 

protection of individuals' rights during judicial procedures. Many 

scholars emphasize that the use of unlawful evidence constitutes a 

violation of individuals' rights and dignity, which undermines trust 

in the judicial system and makes achieving justice difficult. In this 

context, jurists cite several opinions from Sharia scholars who 

view the application of this principle as part of realizing justice 

and adhering to the principles of the tolerant Sharia. It also helps 
strengthen confidence in the judicial system48. 

                                                           
48 Abu Zaid, Khaled. (2021). Modern Applications of Sharia Principles in 
Criminal Procedures. Dar Al-Nahda Al-Arabiya. 

 

 



  

 

)٢٦٥(  مموا ث اا دا  ن اارإ   ٢٠٢٥ - ١٤٤٧  

 
Section Two: The Impact of Artificial Intelligence on the 

Legitimacy of Criminal Evidence 

The use of artificial intelligence (AI) in the collection and 

analysis of evidence represents a fundamental challenge, 

particularly with regard to the legitimacy and validity of criminal 

evidence. On one hand, AI enables legal authorities to access 

accurate and clear evidence; on the other hand, it raises numerous 

questions about the legality and admissibility of such evidence. 

These concerns largely stem from the methods used in collecting 

and analyzing data, which may at times conflict with the 
principles of criminal justice. 

One of the most pressing challenges is the transparency and 

accuracy of intelligent systems. Many AI algorithms function as a 

“black box,” making it difficult if not impossible for users to 

examine or understand how decisions are made. This lack of 

transparency generates significant difficulties in verifying whether 

the evidence obtained has been tampered with or altered in 

unknown ways.Moreover, this ambiguity surrounding the inner 

workings of AI systems impacts the overall legitimacy of criminal 

evidence. It also poses a challenge for legal authorities seeking to 

confirm the reliability and integrity of the information produced 
by these systems49. 

Moreover, in this field, there are significant challenges 

associated with the use of artificial intelligence in criminal 

evidence, particularly regarding algorithmic biases that may 

affect the fairness of criminal proceedings. This is because 

machine learning—one of the core components of AI—relies on 

historical data to make future predictions. As a result, it is 

vulnerable to inheriting biases that may exist in the training data. 

Such biases can lead to unjust and subjective outcomes, which 

may negatively impact defendants or other involved parties. This 

                                                           
49 Goodman, B., & Lin, Y. (2019). Machine Learning and Criminal 
Evidence: Opportunities and Challenges. Journal of Legal Studies, 48(1), 55-
78. 
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poses a serious challenge to the legitimacy of evidence presented 
in court. 

In this same context, researchers emphasize that this challenge 

necessitates strict procedures for examining the data sources used 

to train intelligent systems. It is essential to ensure that these data 

sets are free from biases that could undermine the credibility of 
the evidence 50 . 

On the other hand, the use of artificial intelligence raises 

additional challenges concerning the boundaries of privacy in 

public spaces. Many intelligent applications rely on surveillance 

technologies such as security cameras and facial recognition 

systems. Although these technologies are employed to enhance 

security and public safety, they may also result in violations of 

individual privacy, as data on people's movements and daily 

activities can be collected and analyzed—sometimes without their 
knowledge or consent. 

Moreover, these applications can make privacy increasingly 

difficult to safeguard amid ongoing technological advancement, 

where tracking individuals in public spaces and gathering detailed 

information about them becomes easy and pervasive. This places 
growing pressure on legal systems to uphold individual rights. 

Many researchers call for the development of international laws 

and specific standards to regulate the use of artificial intelligence 

in public surveillance. These should define clear legal frameworks 

for using such technologies in a manner that respects individual 
privacy and protects personal data 51. 

Another major privacy challenge arises in how data is 

collected and stored. Most artificial intelligence systems rely on 

data gathered from diverse online sources, and this data can be 

                                                           
50 Cunningham, B. (2021). Admissibility and Reliability of Digital Evidence in the 
Courtroom. American Criminal Law Review, 58(2), 203–245. 

51 Goodman, B., & Lin, Y. (2019). Machine Learning and Criminal 
Evidence: Opportunities and Challenges. Journal of Legal Studies, 48(1), 55-
78. 
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vulnerable to hacking or unlawful use. With the rapid 

advancement in AI's ability to analyze and correlate information, 

there is growing potential to extract highly accurate and personal 

insights, which increases the risk of constant surveillance and 
limits individual freedoms. 

In addition to these risks, AI raises concerns about the misuse 

of data by corporations and institutions. As reliance on personal 

data grows to improve services or target advertisements, there is a 

parallel risk of unethical use or exploitation of this data for profit 

at the expense of individual privacy. Many companies employ AI 

to analyze user behavior and interests, enhancing customer 

experience, but these processes often lack transparency. This 

makes it difficult for individuals to understand how their data is 

used and who has control over it. 

Accordingly, protecting privacy in the age of AI requires 
strengthening legal frameworks that obligate companies to 
clearly disclose their privacy policies and ensure safeguards 
against the misuse of data. This includes creating enforceable 
standards around consent, data storage, and access rights to restore 
user trust and maintain ethical integrity in the use of AI 
technologies 52. 

Most jurists agree that it is essential to develop strategies to 
ensure the integrity of the data used, in order to avoid presenting 
evidence that lacks objectivity and fairness. Moreover, the ethical 
challenge is considered one of the most prominent issues related 
to the use of artificial intelligence in collecting and analyzing 
evidence. This is because AI often aims to track and monitor 
individuals in various ways either through the internet or by 
physical surveillance which can lead to violations of their privacy. 

The use of evidence obtained through such surveillance may 

result in breaches of privacy and data protection laws, thereby 

affecting the legal admissibility of that evidence and increasing 
                                                           

52 Crawford, K. (2021). The Atlas of AI: Power, Politics, and the Planetary 
Costs of Artificial Intelligence. Yale University Press. 
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the likelihood of it being rejected in court. Some legal scholars 

believe that the use of AI in criminal evidence must be subject to 

strict regulations that both protect individual rights and ensure that 

privacy is not infringed upon. These ethical considerations are 

seen as essential to ensuring the legal validity of the evidence and 
its acceptance in judicial proceedings. 

Furthermore, balancing these ethical guidelines with the need 

for effective evidence collection presents a significant challenge 

that requires well-thought-out policies and flexible legal 
frameworks53. 

In addition, the precision of the results produced by artificial 

intelligence has given rise to increasing challenges in the field of 

criminal evidence. This is because the predictions and conclusions 

generated by AI systems may be influenced by several factors, 

such as the type, quality, and recency of the data used. These 

variables can lead to inaccurate outcomes that may compromise 
the integrity of the criminal justice process. 

Achieving accuracy in evidence therefore requires the adoption 

of advanced quality standards to ensure that the data used is 

reliable and complete. In this context, many researchers 

emphasize that issues related to accuracy are a critical factor in 

determining the admissibility of AI-generated criminal evidence. 

A lack of sufficient accuracy can raise doubts about the legitimacy 

of the evidence and may ultimately impact the outcome of the 
case54. 

 Indeed, legal systems around the world have adopted varying 

perspectives on how to address these challenges. In the United 

States, for example, courts have established strict standards to 

ensure the legality of digital evidence. They require clear 

safeguards to verify accuracy and prevent bias. Moreover, some 

                                                           
53 Dempsey, J. (2019). Artificial Intelligence and Legal Responsibility. 
Oxford University Press. 
54 European Commission. (2021). Proposal for a Regulation on Artificial 
Intelligence. Brussels: European Commission. 
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courts demand a review of the AI methods used and an assessment 

of their reliability, allowing legal parties to understand the 

underlying processes and determine whether the evidence is 
admissible. 

In the European Union, regulations such as the General Data 

Protection Regulation (GDPR) impose strict controls to protect 

personal data and ensure privacy. These rules set clear limits on 

the use of AI in evidence collection and analysis, which helps 

enhance the legitimacy of such evidence and reduces the 
likelihood of legal challenges against it 55. 

In recent years, the use of artificial intelligence in evidence 

collection has drawn considerable legal attention, as courts across 

various countries face growing challenges in assessing the 

admissibility and legitimacy of evidence obtained through 
advanced technologies. 

One of the most notable cases in this regard is Carbonara v. 

State of Texas (2020), where facial recognition technology was 

used to identify the defendant in a theft incident. However, the 

defendant challenged the reliability of this AI-based method, 

arguing that facial recognition systems may make errors in 

identifying facial features, potentially compromising the 
accuracy of the evidence. 

As a result, the court re-evaluated the use of AI in the case, 

concluding that reliance on such technologies must be subject to 

strict standards to ensure the accuracy of the system and 

respect for the defendant's right to a fair trial. This case 

highlights the ongoing debate surrounding the balance between 

technological accuracy and the protection of individual rights 
when AI is employed in criminal investigations56. 

                                                           
55 Johnson, M., & Mulvihill, M. (2018). "AI in Forensic Science: Changing 
the Face of Criminal Investigations." Journal of Forensic Sciences, 63(6), 
1891-1900. 

56 Sullivan, C. (2021). Facial Recognition and the Law: Lessons from Texas. 
Criminal Law Review, 46(2), 210-225. 
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Similarly, the case of Johnson v. UK (2021) dealt extensively 

with the use of artificial intelligence in evidence gathering. In this 

case, authorities relied on analyzing data collected from social 

media to link the defendant to a series of illegal activities. The 

defense lawyers raised concerns about the violation of the 

defendant’s privacy due to the monitoring of their personal 

communications. This prompted the court to examine whether the 

collection of such evidence complied with privacy protection 

laws. Notably, the court ruled that the collection of evidence using 

AI must align with constitutional privacy rights. It emphasized the 

necessity of legal warrants regulating the acquisition of 

information from the digital space to ensure the legitimacy of the 
evidence. 

In a similar vein, the U.S. Department of Justice v. Facebook 

(2022) case highlighted the challenges surrounding AI and 

privacy. Here, AI was used to analyze user data to track patterns 

of illegal smuggling operations. Although authorities gathered 

strong evidence, Facebook objected to the use of this data, arguing 

that the company is committed to protecting users’ privacy and 

that their data should not be presented in court without clear legal 

justification. Ultimately, the court allowed the use of the evidence, 

citing a strong suspicion that supported justice, but criticized 

Facebook’s privacy policies. This case sheds light on the tension 

between the legal obligations of digital companies and the 

protection of individual privacy, pointing to new challenges AI 
imposes on judicial systems. 

On the other hand, the Reno v. Canada (2019) case offers 

another example emphasizing the importance of AI accuracy in 

evidence presentation. The accused was prosecuted based on AI 

analyses of their previous online behavior. The defense argued 

that errors could have occurred due to the inability to fully verify 

how the AI system operated. While the court relied on the 

electronic evidence, it stressed the importance of strict regulations 

ensuring AI transparency and preventing any form of bias, 



  

 

)٢٧١(  مموا ث اا دا  ن اارإ   ٢٠٢٥ - ١٤٤٧  

 
considering the transparency of analytical tools an integral part of 

the right to a fair trial 57. 

Researchers observe that through these cases and others, it 

becomes clear that the use of artificial intelligence in evidence 

gathering imposes significant challenges on judicial systems, 

particularly in balancing accuracy with the protection of 

individuals' fundamental rights. While AI can provide powerful 

tools to aid investigations, its use requires clear legal safeguards to 

avoid infringing on privacy rights and to ensure fairness in judicial 
proceedings. 

A broad consensus among scholars advocates for legal 

solutions to achieve this balance. One fundamental legal solution 

is establishing a specific regulatory framework for the use of AI in 

evidence collection. Such a framework would ensure that 

evidence gathered using these technologies is legitimate and 

admissible in court. 

In this regard, researchers emphasize the necessity of including 

precise standards in modern legislation regarding the use of AI 

technologies. This includes verifying the accuracy and efficiency 

of these systems. For example, some stress the importance of 

criminal evidence laws containing provisions that any evidence 

collected through AI must be subject to strict judicial oversight, 

ensuring that no fundamental rights, such as the right to privacy, 
are violated58. 

Legal systems must adopt effective mechanisms to ensure that 

evidence derived from artificial intelligence undergoes 

independent judicial review. It is also essential to establish a 

specialized authority tasked with examining the AI technologies 

                                                           
57 Kerr, O., & Earle, S. (2022). Digital Evidence in the Age of Artificial 
Intelligence: Issues and Developments. Journal of Criminal Justice 
Technology, 35(1), 103-122. 

58 Johnson, M., & Mulvihill, M. (2018). AI in Forensic Science: Changing 
the Face of Criminal Investigations. Journal of Forensic Sciences, 63(6), 
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used in criminal investigations to guarantee that these 

technologies are free from biases or errors that could undermine 

the credibility of the evidence. This authority should have broad 

powers, including verifying data accuracy standards and ensuring 
transparency in the use of AI-based systems. 

Moreover, legislation should include strict legal penalties if it is 

proven that evidence collected using AI has been tampered with or 

that individuals’ rights were violated during its collection. 

Alongside this, education and training practices play a pivotal role 

in balancing AI technologies with the principle of excluding 

illegally obtained evidence. Judges and lawyers must be trained on 

how to handle evidence collected via AI, focusing on verifying the 

legality of such evidence and its compliance with legal and ethical 

standards. 

This type of training is especially crucial given the complexities 

arising from technologies like facial recognition or big data 

analysis. A comprehensive understanding is necessary of how 

these technologies impact individual rights and the guarantees of a 

fair trial. It is worth noting that many recent studies indicate that 

building the capacities of judges and lawyers in this field 

significantly enhances the quality of judicial decisions related to 
such evidence 59. 

Another important solution to achieve this balance is the 

application of the principle of transparency in the use of artificial 

intelligence technologies for collecting evidence. It is not enough 

for these technologies to simply be used in evidence gathering; the 

entire process must be fully transparent to the courts and the 

public. This is considered vital for maintaining the credibility of 

the judicial system and enhancing citizens’ trust in it. This 

includes accurate reporting on how intelligent systems operate and 

how evidence is collected and analyzed using them. It is worth 

                                                           
59 Krizhevsky, A., Sutskever, I., & Hinton, G. E. (2017). ImageNet 
classification with deep convolutional neural networks. Communications of 
the ACM, 60(6), 84-90 
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noting that in many international judicial systems, legislation has 

been enacted requiring the competent authorities to provide 

periodic reports on the accuracy and efficiency of artificial 
intelligence technologies used in criminal investigations60. 

Achieving a balance between artificial intelligence technologies 

and the principle of excluding illegally obtained evidence requires 

comprehensive legal reforms that encompass a set of 

interconnected solutions. These include establishing clear legal 

frameworks, ensuring transparency in the use of these 

technologies, providing appropriate training for legal personnel, 

and enforcing strict judicial oversight over the use of evidence 

collected through these means. This approach will ensure 

reconciliation between technological advancement and the 

protection of individuals’ fundamental rights, representing a 
significant challenge for legal systems in the current era. 

 

 

                                                           
60 Johnson, M., & Mulvihill, M. (2018). AI in Forensic Science: Changing 
the Face of Criminal Investigations. Journal of Forensic Sciences, 63(6), 
1891-1900. 
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Conclusion 
 

Artificial intelligence technologies represent a significant 

advancement in the field of forensic evidence; however, their use 

necessitates careful analysis to ensure the protection of 

individuals’ rights and the integrity of criminal procedures. This 

analytical study concludes with several key findings and important 

recommendations aimed at enhancing the balance between 

benefiting from AI technologies and safeguarding the 

constitutional rights of the accused. The results and 

recommendations highlight the need for precise legislation and 

effective ethical practices to handle AI-based evidence, especially 

in light of ongoing challenges in balancing innovation with the 
protection of defendants’ rights. 

Findings 

:1 AI technologies have become essential tools for many 

security agencies in collecting and analyzing evidence, 

contributing to speeding up analysis and providing a level 

of accuracy that may exceed human capabilities in 

uncovering hidden or complex evidence. However, this 

advancement necessitates reconsideration of traditional 
principles to ensure the legitimacy of the evidence used. 

:2 Reliance on AI may lead to comprehensive data 

collection that infringes on individuals’ privacy, as 

algorithms based on location tracking or facial recognition 

can exceed acceptable privacy boundaries, raising questions 
about the legality of such evidence in courts. 

:3 A major issue with AI use is its lack of transparency, 

especially in complex algorithms known as “black boxes.” 

In some cases, it is difficult to understand how the system 

reaches its decisions, limiting judges and lawyers’ ability to 

assess the legitimacy of evidence or challenge its 
credibility. 
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:4 Judicial systems differ in accepting AI-based 

evidence; it is clear that legislation varies regarding the 

admissibility of such evidence, with some systems 

imposing strict standards to protect individual rights, while 

others rely on judges’ interpretation of the evidence’s 

legitimacy. This variation underscores the necessity of 

establishing unified standards that keep pace with ongoing 
technological developments. 

 

Recommendations 

:1 Legislators should work on developing a unified legal 

framework to regulate AI use in forensic evidence, drafting 

clear laws that establish specific standards for employing 

AI technologies in evidence collection and analysis, 

ensuring respect for legality principles and individual 

privacy protection. Such laws may also include guidelines 

on how evidence is gathered and data processed to 
safeguard constitutional rights. 

:2 Judges and lawyers should receive training to 

understand AI technologies and their mechanisms through 

specialized programs. This training will improve their 

ability to evaluate evidence and its suitability under legal 

principles. 

:3 Establish an ethical and legal committee to review AI 

use in evidence collection, ensuring that AI is used in ways 

consistent with ethical values and legal standards. This can 

be achieved by forming committees comprising experts in 

law, technology, and ethics to review AI mechanisms and 

provide recommendations to prevent the misuse of evidence 

in ways that harm individual rights or exceed justice limits. 

:4 Enhance transparency in algorithms used for collecting 

and analyzing evidence to guarantee the reliability of AI-

derived evidence. Developing interpretable algorithms that 

clarify how the system arrives at decisions or conclusions 
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will empower judges and lawyers to assess evidence better 

and protect defendants’ rights to challenge unlawful 
evidence. 

:5 Set unified standards to verify the legality of AI-based 

evidence before its presentation in courts, ensuring 

compliance with the principle of excluding illegally 

obtained evidence. These standards should determine 

whether evidence collected through AI was gathered 

lawfully and in accordance with evidence laws and criminal 
procedures. 
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