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Abstract— This paper presents an efficient approach for 

classification of speech signals as reverberant or not. The 

reverberation is a severe effect encountered in closed 

room. So, it may affect subsequent processes and 

deteriorate speech processing system performance. The 

spectrograms are utilized as images generated from 

speech signals to be classified with deep convolutional 

neural networks. Spectrogram and MFCC are used as 

features to be classified with Long Short Term 

Recurrent Neural Network (LSTM RNN). Two models 

are presented and compared. Simulation results up to 

100% classification accuracy are obtained. This can help 

in perform an initial step in any speech processing 

system that comprises quality level classification. 

 

1. Introduction 

Speech is the mean of communication among individuals, it 

obtains sufficient data about the speaker identity, age, 

emotion, dialect, … etc., beside the carried information. 

There are several applications of speech processing such as 

coding, speech recognition, synthesis, and speaker 

recognition [1]. This application requires speech recordings, 

recording speech may be in closed rooms which will be 

subject to multi-reflections, which will be combined with 
the original signal in a phenomenon known as 

reverberations. The reverberant speech has poor quality than 

original one, so for speech processing application it is very 

important to perceive whether the speech is reverb speech or 

not?. Reverberation is an important issue that has to be 

considered in speech application, it characterized by an 

important parameter named as reverberation time [2],[3]. 

The longer the reverberation time, the severity of the 

reverberation on speech and the worse the quality of the 

recorded speech signal. The focus of this paper is to 

evaluate or cluster the input speech waveform by labeling 

the input speech to normal or reverb one [4]. This step is 

imperative prior to any speech based application, to decide 

if the recorded speech is normal or reverb, to take fast 

decision about processing or compensating reverberation of 

speech signal before it driven to the application as in Fig. 1. 

Any clustering technique employs two mode training and 
testing. Each mode has two stage; extracting some 

distinguishing attributes and classification. In this paper the 

speech wave is used in its 2-D form, this can be 

implemented by obtaining speech spectrogram which is a 

good image representation of speech [5]. Deep learning 

techniques are used here for classification such as LSTM 

neural network and deep CNN [6-8]. One benefit of using 

deep CNN, it can make both features extraction and 

classification via some kernels which use convolution 

method to exclude some features called feature maps [8]. 

The paper is arranged as follows. Section 2 covers the 

reverberation effect, some ideologies of room acoustics and 
how to model the reverberation effect of the speech through 

a comb filter. Section 3 discusses the spectrogram 

representation of speech. some principals and conception of 

deep learning techniques are introduced in section 4. In 

section 5, the proposed speech quality evaluation approach 

is presented. Section 6 gives the simulation results and final 

conclusion is given in section 7.  

 

2. Reverberation phenomena 

Reverberation and echo are two distinct concepts, the echo 

is the reflected signal from the original speech signal when 
the original speech travel considerable distance. While the 

reverberation is the combination of  the original speech with 

multiple reflection versions. This may be displayed as 

additional sound sources added to the system [9-12].  

Reverberation' can be also defined as the persistence of 

sound in a space after a sound source has been stopped, it 

occurs in closed rooms. When the distance is small, such as 

in a room or theater, the speech will be reflected back to the 

source in less than one-tenth of a second [9]. 
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Fig. 2  Reverberation phenomena. 

 

Only a small delay are in the speech replication, often only a 

few milliseconds, the listener perceived reverberation often 

as adding richness to the original speech. There are some 

associated parameter that characterize reverberation effect 
such as reverberation time which defined as the time in 

seconds taken for the sound to falloff by 60 dB from its 

initial value. High reverberation time can make a room 

sound loud and noisy which reduce the speech quality and 

intelligibility. Fig. 3 shows the influence of reverberation on 

the spectrogram of speech signal [10]. 

 

 

 
 

Fig. 3 The effect of reverberation on wave and spectrogram 

of speech. 

The reverberant speech in closed room can be demonstrated 

as: 
 

                           𝑅 𝑛 = 𝑠 𝑛 ∗ (𝑛)                              [1] 

Where h (n) is the room impulse response and s (n) is the 

original speech signal. The original speech is destroyed with 

long room impulse response. Reverberation of speech can 

be modeled by comb filter, it is implemented to add a 

delayed version of the signal to itself.  If L is the filter 

length its impulse response is: 

 

                       𝐻 𝑧 = 1 − 𝑧−𝐿                                           [2]        [2] 

                         𝑅 𝑛 = 𝑠 𝑛 − 𝑠(𝑛 − 𝐿)                          [3] 

 

Fig. 4 shows  feed forward and feedback sections of comb 

filter simulating direct and reflected paths of speech signals. 

The degree of severity and quality of reverb speech can be 

determined by the reverberation time (RT60) as in Fig. 5 

which can be defined as the time the speech signal takes to 

falling-off to 60 dB from its initial value [11],[12]. 

 

 
Fig. 5 Reverberation time. 

 

3. Speech spectrogram  

Spectrogram can represent the signal in the 2-D form, it 

include the complete information of an audio signal in both 
spectral and spatial domain as shown in Fig 6. A 

spectrogram is an image representation of the speech signal 

in the 2-D form. It can be calculated by taking the Short 

Time Fourier Transform (STFT) to the signal, by 

segmentation of the signal into segment of fixed length, then 

a window with a bit overlap is applied. The spectrogram is 

the squared magnitude of the STFT. 

       𝑋 𝜏, 𝑘 = ᴪ{𝑥 𝑛 } =  𝑥 𝑛 𝑤(𝑛 − 𝜏)𝑒−𝑗𝑛𝑘𝑁−1
𝑛=0        [4] 

 

                    𝑆 𝜏, 𝑘 =  𝑋(𝜏, 𝑘) 2                                        [5] 

 
Where ᴪ is the STFT operator, X(τ,k) is the STFT of the 

signal x(n), w(n) is the window and S(τ,k) is the 

spectrogram [13], [14].  

 

4. Deep learning  

Deep learning is an extension of Neural Network (NN), 

since it is a NN with multi hidden layers. This makes them 

adept of demonstrating very composite and greatly 

nonlinear relations among inputs and output. Recurrent 

Neural Network (RNN) have been effectively applied to 

various sequence forecast and sequence classification tasks. 
Convolutional neural network (CNN) is a good image 

processing tools that can be used  as feature extractor and 

classifier. So speech wave must be converted to image form 

to take the benefit of CNN to deal with speech. 

 

4.1 Long Short Term Memory Recurrent Neural 

Network  

Deep RNN has wide use in speech processing for its ability 

to label sequences, means that each input sequence is 

assigned to a certain class. RNN is a conventional neural 

network but with cyclic connections between its nodes. 

LSTM RNN is another version of RNN which replaces the 

hidden nodes by blocks. this blocks acts as a memory so it 

called memory blocks. The main mechanisms of an LSTM 

network are a sequence input layer and an LSTM layer. 

A sequence input layer feedbacks sequence or time series 
data into the network, and the LSTM layer learns long-term 

reliance amongst time steps of sequence data. The below 

graph demonstrates the structure of a simple LSTM network 

for classification. The network begins with a sequence input 

layer followed by an LSTM layer. To forecast set labels, the 

network ends with a fully associated layer, a softmax layer 

and a classification layer [15]. 
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Fig. 1 Illustration of the speech clustering process. 

 
Fig. 4 Feedback and feedforward comb filter structure 

 
Fig. 6 Spectrogram of speech waveform. 

 
Fig. 7 Classification LSTM network 

 
Fig. 8 LSTM memory block. 

 
Fig. 9 CNN structure. 
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In every layer, the hidden nodes has replaced with blocks 

every block consist of four components named input gate, 

forget gate, cell and output gate. In Fig.8, The three gates 

control the state of the cell. At each time step, the layer 

either adds or removes information from the cell state, 

where the layer controls these updates using gates. Where 
the input gate control update of the cell state, forget the gate 

control reset of the cell state and output gate control the 

flow of output from the cell to another hidden layer [16].    

Where Xt refers to the input , Ct-1 is the previous cell 

memory, Ht-1 is the previous cell output, Ct is the current cell 

memory and Ht the current cell output also U and W are 

weights. The mathematical model of the above architecture 

is illustrated by these equations. 

                     𝑓𝑡 = 𝜎 𝑋𝑡 ∗ 𝑈𝑓 + 𝐻𝑡−1 ∗𝑊𝑓                    [6] 

            

         𝐶𝑡
 = 𝑡𝑎𝑛 𝑋𝑡 ∗ 𝑈𝑐 + 𝐻𝑡−1 ∗ 𝑊𝑐                         [7] 

       

                𝐼𝑡 = 𝜎 𝑋𝑡 ∗ 𝑈𝑖 + 𝐻𝑡−1 ∗𝑊𝑖                         [8] 

        

       𝑂𝑡 = 𝜎 𝑋𝑡 ∗ 𝑈𝑜 + 𝐻𝑡−1 ∗𝑊𝑜                                [9] 

   

                     𝐶𝑡 = 𝑓𝑡 ∗ 𝐶𝑡−1 + 𝐼𝑡 ∗ 𝐶𝑡
                           [10] 

       

                   𝐻𝑡 = 𝑂𝑡 ∗ tanh(𝐶𝑡)                                 [11] 
The memory blocks in the hidden layers of the LSTM turns 

as a memory that reserves the network’s current state. The 

output of the softmax for a certain frame is a probability 

referring to one of the speakers as an output, but it based  

not only on the input frame but on every preexistent frame 

in this sequence [15], [16]. 

 

4.2 Convolutional Neural Network (CNN) 

The CNN is a very good image processing tool, hence it can 

make both feature extraction an classification. In this paper 

the speech utterances were converted to its corresponding 

spectrogram image to benefit from CNN with speech. The 

CNN has two form of neural network, one for extracting 

features (convolutional layer CNV) from the spectrogram 

image and one more for classification as revealed in Fig. 9 

which spell out the used system, so there is no prerequisite 

for feature extraction step, it extract robust features by itself 

[17].   
The feature extraction neural network combines a pairs of 

layers convolutional layer (CNV) and pooling or 

subsampling layer. The CNV layer contains a group of 

digital filters named convolutional or kernel filters that uses 

the convolutional method to transform the input image into 

new image termed feature maps. The feature maps be 

different reliant on the used convolutional filters, these 

features is processed through an activation function before 

the output is yields. The pooling layer reduces the image 

dimension since it gathers the neighboring pixels into one 

pixel. The pooling pixel and the representative value is 

selected usually from square matrix with different number 
of pixels, then either yield the maximum or the mean value 

of the selected pixels. Fig. 10 is an illustration of the 

convolution, pooling and classification layer [17],[18]. 

 

 

5. Proposed speech clustering approach 

The suggested scheme built on transforming the 1-D 
speech signal into its 2-D form, by obtaining its 

spectrogram as an image representation as in Fig 11. In 

this paper there are two cluster of speech: normal and 

reverb speech, reverberant speech are modeled by using 

comb filter and reverberation time (RT60 =0.5 sec). Any 

clustering techniques has two stage: training and testing, 

in training a model based on extracted features is made 

for each group and deposited in database, while in testing 

also a model is prepared and matched with that kept in 

database to find the greatest matches [5]. In LSTM 

spectrogram of speech is calculated and fed to the LSTM 
network as a 2-D feature vector, while in CNN the 

spectrogram is fed as an image and the network extract 

the features by itself and classification is achieved by 

obtainin the final decision through the fully connected 

layer.  

 

 

6. Dataset  description and results 

The used data is a subset  of much bigger data sets called 

Chinese Mandarin Corpus. This corpus were recorded in 

silence in-door environment using cellphone. Spectrogram 

is also obtained for each wave using STFT with window 

length of 256 sample. A 129 features was obtained by 

applying spectrogram, also 13 Mel Frequency Cepstrum 

Coefficient is extracted from speech corpus and used with 

LSTM net of input layer size that equal to the number of the 

input coefficients.. The whole feature vector enters the 

network at the same time, each coefficient corresponding to 
a node in the input layer. the network works as a sequence 

classification not frame classification, since the feature 

vectors from one speaker are seen as a sequence mapped to 

one target. A description of the used dataset is showing in 

table 1, also the training progress of LSTM and CNN are 

revealed in Fig. 12&13.. The accuracy measures the system  

performance which is defined by Equation 12 : 

 

     𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 % =
𝑁𝑢𝑚𝑏𝑒𝑟  𝑜𝑓  𝑠𝑢𝑐𝑐𝑒𝑠𝑠  𝑐𝑙𝑢𝑠𝑡𝑒𝑟𝑖𝑛𝑔  

𝑇𝑜𝑡𝑎𝑙  𝑛𝑢𝑚𝑏𝑒𝑟  𝑜𝑓  𝑐𝑙𝑢𝑠𝑡𝑒𝑟𝑖𝑛𝑔  𝑡𝑟𝑖𝑎𝑙𝑠
 × 100%    

[12] 

 

Table 2  and Fig. 14 present the accuracy of the suggested 

method in case of using LSTM with both MFCC and 

spectrogram which reaches 100%, which demonstrates the 

ability of the suggested method  to well distinguish between 

reverb and normal speech. Also it presents the accuracy 
when using CNN in case of two, three and four layer model 

which reaches 100% for the model of four layer.   

 

Conclusion 
This paper presented an efficient approach for quality level 
classification of speech signals. Two designed deep neural 

networks have been designed for this purpose. The 

performance of both deep neural networks have been 

compared. Simulation results proved that a 100% accuracy 

for the quality level classification approach can be achieved 

with 4-layer CNNs. Also, MFCC and spectrogram are used 

as features with LSTM and achieve accuracy of 100%.   
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Fig. 10 Illustration of the convolution, the pooling and the fully- 

connected layer respectively. 

 
Fig. 11 Proposed speech clustering approach. 

 

 
Fig. 12 LSTM training progress. 
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