
 

IJICIS, Vol.20, No. 1 

 

1 

 

   

 

 

 

 

 

A SURVEY ON SENTIMENT ANALYSIS IN TOURISM 

 

 

Sarah Anis 
  

    Faculty of Computer and 

information sciences, 

Ain shams University 

Cairo, Egypt 

Sarrahaniss@gmail.com 

 

Sally Saad  

 

    Faculty of Computer and 

information sciences, 

Ain shams University 

Cairo, Egypt 
Sallysaad@cis.asu.edu.eg 

Mostafa Aref  

 

    Faculty of Computer and 

information sciences, 

Ain shams University 

Cairo, Egypt 

mostafa.m.aref@gmail.com 

 

Abstract: Tourism-related websites have turned into an incredible data source that impacts the 

tourism industry from many points of view. Tourists express their opinions regarding products and 

services online daily. The interest in understanding and analyzing customer opinions has increased 

significantly over the past few years as it is vital for the decision making of both customers and 

companies. Sentiment analysis is the practice of applying natural language processing, statistics and 

machine learning methods to extract and identify the common opinion behind the text in a review, blog 

discussion, news, comments or any other document. Sentiment analysis has great potential to directly 

understand tourists’ opinions. This paper tackles a comprehensive overview of the latest update in this 

field. The main target of this survey is to give a nearly full image of sentiment analysis approaches, 

techniques, and challenges in analyzing the correct meaning of sentiments and detecting the suitable 

sentiment polarity in the field of tourism. 

Keywords—Sentiment Analysis; Natural Language Processing; Machine Learning; Sentiment 

Classification; Tourism 

I.  INTRODUCTION  

Nowadays, people generally prefer to communicate and socialize on the web. With the widespread 

usage of social media in our daily lives, social media websites became a vital and major source of data 

about user reviews in various fields. Sentiment classification is the task of classifying the data into some 

categories mainly to positive or negative opinions that have been expressed on a certain product, 

organization, or event [1]. This survey can be useful for newcomer researchers as it generally gives a 

refined summary to different sentiment analysis (SA) methods and techniques with brief details of their 

strengths and weaknesses in a single research paper. Moreover, the fundamental prospects lying ahead 

for sentiment analysis are identified and discussed. This work will help researchers in this field choose 

the right technique for a certain application and will likewise be useful for beginners aiming at sentiment 

analysis to have an all-encompassing perspective on the whole research field. The rest of this paper is 

organized as follows: section 2 includes a general overview of the sentiment analysis process, while 

section 3 tackles the sentiment detection techniques specifically and their related articles; section 4 
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discusses pieces of literature on various sentiment classification (SC) approaches and techniques. Section 

5, highlights possible trends and challenges in sentiment analysis. Finally, the conclusion is presented in 

section 6. 

II. SENTIMENT ANALYSIS OVERVIEW 

This paper focuses on the classification of sentiments of text reviews in tourism-related websites. 

Users lean towards internet booking because it is less tedious, less expensive, and they can get point by 

point information about facilities and location of the required destination. Studies about customers' 

online behavior uncovered that the decision of acquiring a product is very much influenced by other 

buyers’ opinions [2]. Sentiment analysis enables us to gain the common opinion behind user reviews 

describing their hotel, restaurant or any tourist destination experience. The sentiment analysis is a 

complex process that involves five different steps [3] described in Fig. 1. 

1. Data collection: gathers review data from user-generated content online and then store them in a 

database. These data are unstructured and disorganized making manual analysis almost impossible. 

In this way, sentiment analysis is used to classify. 

2. Text preparation (Preprocessing): prepares data by eliminating non-textual and irrelevant content 

from text.  

3. Sentiment detection: sentences are classified into subjective or objective categories. Subjective 

sentences include opinions, personal beliefs and views while objective expressions include facts, 

evidence, and measurable observations [4]. After this step, subjective sentences are held and 

sentences with objective expressions are discarded.  

4. Sentiment classification: in this step, the polarity of a review is determined on which subjective 

sentences are classified into positive, negative or neutral.  

5. Presentation of output: the main objective of sentiment analysis is to be further used in decision-

making. Thus, the display of the classification output is very important. The results are mainly 

presented on graphs and charts. 

 

 

 

 

                              

Fig. 1. Sentiment analysis process 

Customer reviews on social media often reflect joy, dissatisfaction, frustration, happiness, and 

different sentiments. Taking advantage of these huge volumes of subjective information is of great value 

to tourism associations and organizations which aim to increase profitability and enhance or maintain 

customer satisfaction. There are three types of sentiment polarity classification which are binary, ternary 

or ordinal [5]. In binary classification, the polarity of a given review is classified as positive or negative 

assuming that the text is subjective in the first place. The assumption made that reviews are subjective is 

not necessarily true, customer reviews provided through the text is considered either subjective or 

objective which means a ternary classification that requires the third category is needed. Nowadays, most 

of the sentiment analysis approaches apply sentiment detection first which differentiate between 

objective and subjective reviews using a binary classifier then determines the sentiment polarity of 

subjective reviews using a binary polarity classifier. In addition to the binary and ternary classifiers, 
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ordinal classification can be employed to automatically rate reviews based on an ordinal regression 

model by the means of a numbered ranking scale [6, 7]. Sentiment analysis can be performed at word, 

sentence, paragraph or document levels. In document-level, the whole document is assigned a single 

sentiment while in paragraph-level sentiment analysis, the sentiment of each paragraph is determined 

separately. Other approaches consider applying sentiment analysis on each sentence or even each word 

individually. Sentence-level classification is more challenging than paragraph-level and document-level 

classification since sentences have fewer words than paragraphs and documents. 

III. SENTIMENT DETECTION 

Sentiment detection known as subjectivity detection could be viewed as a pre-processing step to 

sentiment classification that can prevent a sentiment classifier from considering the deceptive text in 

online reviews and eventually lead to better classification results. Documents containing only subjective 

text are ideal but many web reviews are a mixture between subjective and objective texts making the 

process of finding subjective reviews a challenging problem. Lexicon-based and machine-learning are 

the two main approaches for subjectivity detection [8]. In the lexicon-based approach, a list of subjective 

words is built and used as an opinion lexicon, and the frequency of lexicon words determine the 

subjectivity score of the document. On the other hand, the machine-learning or classification-based 

approach uses term occurrences or linguistic features for building the classifier. Chaturvedi et al. [9] 

proposed a framework for subjectivity detection that integrates convolutional neural networks (CNN) 

and an extended version of extreme learning machine (ELM) paradigm that uses Bayesian networks and 

fuzzy recurrent neural networks. The role of Bayesian networks was to detect dependencies in high 

dimensional data by building a network of connections between the hidden neurons of ELM then the 

overall structure generated by the Bayesian networks is inherited by a fuzzy recurrent neural network 

which models the temporal features in the predictor. They showed that their proposed framework can 

work well with standard subjectivity detection problems. Karimi et al. [8] used two main approaches for 

subjectivity detection. The first approach namely lexicon-based used a list of subjective words as an 

opinion lexicon to differentiate between subjective documents and objective ones based on the frequency 

of the lexicon words in documents to determine the overall subjectivity score of the document. The 

second approach was based on machine learning or classification methods. In this approach, the classifier 

is trained then used to identify the category of test documents. The proposed supervised method is called 

Language Model-based Supervised Opinion Retrieval (LMSOR) in which they used a collection of 

subjective and objective documents, and in the semi-supervised method that is called Language Model-

based Semi-Supervised Opinion Retrieval (LMSSOR), a set of lexicons along with their polarity weights 

was utilized. In both methods, a measure was computed by comparing each document to determine its 

subjectivity degree then this measure was employed for documents ranking. Their experimental results 

showed that both of the proposed methods achieved high accuracy for both the English and Persian 

languages.  

While most of the previous work had focused on document-level subjectivity analysis, Rilof et al. [10] 

had focused on classifying sentences as objective or subjective. They used the extraction pattern to 

represent subjective expressions then extracted features were employed to train machine learning 

classifiers such as Support Vector Machine (SVM) [11] and ELM [12]. Sentence-level subjective 

classification methods are mainly based on supervised machine learning. However, it is not always 

applicable to obtain labeled sentences since manual annotation is costly and time-consuming. On the 

other side, the use of fuzzy logic techniques has proved to be powerful in sentence-level classification as 

Opinions are fuzzy [13].  Rustamov et al. [14] presented two supervised machine learning approaches for 

sentence-level subjectivity detection in a movie review database, which are Fuzzy Control System 

(FCS), and Adaptive Neuro-Fuzzy Inference System (ANFIS). Their feature extraction algorithm was 
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based on statistical occurrences of words in the corpus. They showed their approach improved the 

accuracy of subjectivity detection and the fact that it didn’t depend on any linguistic knowledge made it 

applicable to any language. 

Other recent papers attempt to perform sentiment detection at the aspect level, creating what is known 

as Aspect-Based SA (ABSA) [15]. An aspect is an attribute or a feature of a certain service or product. In 

ABSA a relation between various aspects of an item and its polarity is established. There’re two types of 

aspects, implicit and explicit. The main difference between implicit and explicit aspects is that an 

implicit aspect is not clearly stated in the text while an explicit aspect is directly stated and well classified 

which therefore makes extracting implicit aspects more complex. Ray et al. [16] proposed a deep 

learning approach for aspect extraction from text and analysis of the user's sentiment according to the 

aspect. They used a deep convolutional neural network (CNN) for tagging each aspect in the subject 

sentences and combined it with a set of rule-based approaches to improving the performance of aspect 

extraction method. Svitlana et al. in [17] suggested that incorporating various author demographics like 

age, gender, etc. can effectively enhance sentiment analysis. They conducted an empirical study on the 

differences in subjective language between male and female users on Twitter and their results showed a 

statistical improvement in terms of F-measure compared to the gender-independent baseline for 

subjectivity classification and thus enhancing the overall polarity sentiment classification. 

IV. SENTIMENT CLASSIFICATION 

Sentiment classification is the main task of sentiment analysis, which determines the overall polarity 

of opinion whether it’s positive or negative. The key to sentiment classification task is selecting effective 

features [18]. In sentiment classification, feature selection is the process of extracting relevant features 

which should be sentiment words that indicate a certain polarity.    

The approaches for automated sentiment classification can be generally divided into a machine 

learning approach, lexicon-based approach and hybrid approach [19]. The machine learning (ML) 

approach applies the famous ML algorithms and uses linguistic features for predicting the polarity of 

sentiments based on trained as well as testing data sets. The text classification methods using the ML 

approach can be mainly categorized into supervised and unsupervised learning methods. The supervised 

methods make use of a large number of labeled training data. The unsupervised methods are used when 

there is a limited or no availability of these labeled training data. Different machine learning 

classification approaches can be employed to the classification task, but the Support Vector Machines 

and Naïve Bayes are the most commonly used [20]. On the other side, the lexical approach starts with a 

predefined set of sentiment words and it does not need any prior training for data classification. It is 

divided into a dictionary-based approach and corpus-based approach which use statistical or semantic 

methods to find sentiment polarity. While the hybrid approach is the combination of both the machine 

learning and the lexicon-based approaches [21].  

A. Machine Learning Approach  

Machine learning is one of the most important approaches gaining the enthusiasm of researchers due 

to its flexibility and accuracy. Mostly the supervised learning consists of two stages: Training data and 

Classification. In the training stage, a set of labeled corpora is prepared and will be used by the algorithm 

for learning purpose. After completing the training phase, the classifier is deployed for analysis as a set 

of feature vectors from the trained data. A model is constructed based on the training data set which is 

employed over the new testing data for classification. Other techniques that also used to classify 

sentiments based on machine learning are semi-supervised and unsupervised learning methods.   
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Supervised sentiment classification approaches consist of two main types: Probabilistic Classification 

and Non-probabilistic Classification [22]. Some of the popular algorithms for probabilistic classification 

category in the field of sentiment analysis are NB, Bayesian network and maximum entropy. On the 

other hand, the most commonly used methods for non-probabilistic classification are neural networks, 

SVM, the nearest neighbor, decision tree and rule-based methods.   

Polarity classification is a very complex process, because of the uncertainty Natural language and the 

informal text that is found in the online blogs and reviews. In addition, new topics, expressions, and 

trends made it more challenging to detect the sentiment polarity of a text. Recent work of sentiment 

analysis mainly focuses on a specific domain since it is hard to adapt SA dynamically, which improved 

the accuracy of the results compared to generalized systems [23].   

Online travel-related information is very important for both travelers and travel agencies [24, 25]. Ye 

et al. [24] indicated that support vector machines and the character-based N-gram model achieved high 

accuracy for sentiment classification of reviews in the field of tourism compared to Naïve Bayes 

classifier. Moreover, they stated that the three methods reached accuracies of at least 80% when trained 

on large datasets.   

Semi-supervised machine learning approaches work on both unlabeled data and some labeled data 

together. Semi-supervised learning has caught the attention of many researchers recently in the field of 

sentiment analysis for its high accuracy when labeled data are scarce. Nádia Félix et al. [26] proposed a 

semi-supervised framework to perform tweet sentiment classification in twitter. Moreover, they used an 

iterative self-training approach that enhanced tweet classification. A type of Semi-supervised machine 

learning approach is Graph-based methods. Many researchers tend to use Graph-based learning in the 

most recent decade as it has been affirmed to be effective in the field of sentiment analysis [27]. Jinpeng 

Wang et al. [28] utilized a graph-based semi-supervised method for classifying tweets into six distinct 

classes. Their experiments showed that using graph-based learning allowed them to achieve desirable 

results.   

In unsupervised learning methods also known as the clustering technique, labeled data is not required 

instead it identifies commonalities in the unlabeled input dataset. Partition clustering and hierarchical 

clustering are the two main approaches of unsupervised learning. The main difference between them is 

the set of clusters whether it's nested or not. In the partitioning clustering approach, clusters simply do 

not overlap which means that each data object will be added to just one cluster. The main goal of 

partition clustering is to separate clusters so that data within each cluster are very similar to each other 

and very different from data in other clusters. The similarity measure is based on the Euclidean distance 

and the main drawback of this clustering technique is its sensitivity to noise. A widely used partitioning 

clustering method is K-means.   

Conversely, Hierarchical clustering is a collection of overlapped clusters sorted out as a hierarchy. In 

this approach, clusters can have sub-clusters. Hierarchical clustering methods generally fall into two 

types based on their structure: Divisive methods (top-down) and agglomerative (Bottom-up). In the 

divisive method, all observed data start in one cluster initially, and data that are less similar to each other 

will split to individual clusters and move down the hierarchy. This process is done recursively until 

there’s a single cluster for each data point. The agglomerative method is the opposite of divisive method 

in which each data is assigned to a separate cluster and iteratively data that are more similar to each other 

are merged in one cluster until there is only a single cluster or a specified number of clusters left [22]. In 

both methods, the merges and splits are achieved in a greedy manner.  
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B.  Lexicon-Based Approach  

Lexicon-based Approach makes use of dictionaries only without the need for the training phase of 

data to train the classifier. There are many lexical databases (dictionaries) that can be used to perform 

sentiment analysis. WordNet [29] is a widely used lexical knowledge base. Lexical databases such 

as WordNet group words together with the relations between them such as synonymy, hypernymy, and 

meronymy [30]. Approaches based on such resources map each word with word senses in the lexical 

database and utilize the latter as concepts. However, lexical resources are generic which lack proper 

names, neologisms, slang, and terms that relates to a specific domain. BabelNet is a lexical database that 

has been developed as an improvement to WordNet. BabelNet combines WordNet with the largest 

multilingual online encyclopedia known as Wikipedia; this combination is performed via an automatic 

mapping between WordNet and Wikipedia in order to fill lexical gaps in other resources [31]. The usage 

of Wikipedia made a significant enhancement in WordNet because it is currently the biggest knowledge 

repository on the internet [32]. Late work in the area of automatic text analysis includes BabelNet as it 

supports many languages and with rich semantic relations.   

In the Dictionary-based lexicon approach, the input text is changed over to tokens. Then, each token is 

matched with the lexicon in the dictionary. If there is a positive match to the token in the dictionary, the 

total score of text is incremented. The score is decremented or the word is tagged as negative otherwise. 

The classification of a text depends on the total score it accomplishes. On the other hand, Corpus-based 

approach takes advantage of the syntactic pattern of text that it focuses on the whole text rather than 

words to determine new sentiment words and their polarity by searching for the lexicons that match 

certain part of another sentence in a large corpus [33]. The problem with the corpus-based approach is 

that its performance differs in various domains, because a word could be interpreted as positive in one 

domain and gives a negative meaning in another domain [22], e.g. “his voice is low and gentle” is 

considered a positive opinion in music domain while “he was feeling low” should have a negative score 

in another domain [34]. It has been demonstrated that the dictionary-based technique is increasingly 

useful since it is hard to prepare a very large dataset can cover every single English word [46]. In 

General, the limitation of lexical-analysis is that its performance drastically decreases with the huge 

growth of the number of words in the dictionary [22].   

C.  Hybrid Approach  

Various researchers have investigated the utilization of hybrid approaches by combining different 

techniques with the point of accomplishing better outcomes than a standard methodology dependent on 

just a single tool. Maurel et al. [35] on the use of multiple techniques and tools in SA, showed how 

different resources and methodologies can contribute extra features to each other and exploit the 

advantages of each method. The approach that they have used for the classification of subjective texts 

was a hybrid between a symbolic rule-based technology and a statistical technology based on machine 

learning.   

Another hybrid method for sentiment classification was proposed by Keith et al. [36] based on the 

combination between an unsupervised classifier and a supervised classifier which are scoring algorithm 

and support vector machines respectively. This proposed method takes advantage of the information 

provided by the scoring algorithm and its associated components and the flexibility of SVM. However, 

their hybrid method had a higher computational cost compared to using each method individually since it 

required the usage of the scoring algorithm and training the SVM classifier. But they claimed that this 

drawback has no significant effect as long as the dataset used in the application is considerably small.   

The main goal of using lexicon-based or machine learning methods in a hybrid manner is for when 

one classifier fails, the following one takes place to classify and so on until the whole document is 
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classified. Dhaoui et al. [37] empirically compared the performance of lexicon-based approach, machine 

learning approach, and the hybrid approach. Results of the two approaches independently were relatively 

similar in terms of accuracy. However, the hybrid approach demonstrates significantly improved 

performance in positive polarity classification.  

Based on our study, supervised machine learning techniques have shown preferable performance over 

unsupervised lexicon-based methods for sentiment classification. However, supervised machine learning 

techniques require large labeled training data which is relatively expensive and not necessarily available, 

whereas obtaining unlabeled data is easy. Thus, unsupervised strategies are more useful in case the 

application domain lack labeled training data. Besides, the hybrid approach can attain the benefits of both 

approaches, the high accuracy of machine learning algorithms and the stability of the lexicon-based 

approach, but it requires higher computational complexity and can be more sensitive to noisy reviews. 

A brief comparison of the most well-known methods and techniques used for machine learning and 

lexicon-based approaches is shown in Tables 1 and 2 which includes the advantages and disadvantages 

of each method.  

Table 1: Comparison between different machine learning Classification Methods. 

Method Type Advantages  Disadvantages 

 

Naive Bayesian 

 

 

Probabilistic -

Supervised machine 

learning algorithm 

 Simple. 

 Requires a small 

amount of training 

data to estimate the 

parameters. 

 Obtains good results 

in subjective 

classification. 

 Class conditional 

independence 

assumption is 

violated by real-

world data which 

may cause loss of 

accuracy. 

 

Maximum entropy 

 

 

Probabilistic - 

Supervised machine 

learning algorithm 

 

 Incorporates various 

sources of 

information in a 

unified model.  

 Model constructed 

can satisfy all 

empirical constraints. 

 Time consuming 

when dataset is 

large. 

 Over-fitting 

problem 

 High computational 

complexity of model 

parameter 

estimation 

procedure. 

 

Decision tree   

 

Non-Probabilistic - 

Supervised machine 

learning 

 

 Easy to understand 

and interpret. 

 Inexpensive to 

construct. 

 Good performance 

with large datasets. 

 May suffer from 

over-fitting. 

 Once a mistake is 

made at higher 

level, any sub tree is 

wrong. 
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Support vector 

machine  

 

Non-Probabilistic - 

Supervised machine 

learning algorithm 

 

 

 High accuracy 

 High dimensional 

input space. 

 Work well even with 

complex non-linear data 

points. 

 Kernel selection. 

 Parameter tuning is 

critical to get good 

results. 

 

K-nearest neighbour    

 

 

Non-Probabilistic - 

Supervised machine 

learning algorithm 

 Simple 

 Powerful 

 Fast training time 

 Relatively slow in 

case of large 

training set. 

 Sensitive to noise. 

 

 

Self-training  

 

Semi-Supervised  

machine learning 

algorithm 

 Simple. 

 Doesn’t depend on 

the classification 

model. 

 Poor performance of 

Traditional self-

training. 

  Errors can re-

enforce themselves. 

 

Co-training   

 

 

Semi-Supervised  

machine learning 

algorithm 

 High accuracy. 

 Works well when 

conditional 

independence holds. 

 In order to achieve 

high performance 

many features 

should be available.  

 

Graph-based   

 

Semi-Supervised  

machine learning 

algorithm 

 Good performance 

with simple and 

complex domains. 

 Can handle 

binary and multi-

class classification. 

 Performance is 

vulnerable to graph 

structure. 

 Sensitive to noise. 

 

K-means   

 

 

 

 

Partitioning Clustering  

- unsupervised 

machine learning 

algorithm 

 High speed 

performance 

 Efficient when 

dataset is large. 

 Easy to implement. 

 Selection of optimal 

number of clusters 

is high. 

 It can converge to 

local optimum 

 Sensitive to noise. 

 Random selection of 

centroids. 
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Fuzzy c-means   

 

 

 

 

Partitioning Clustering  

- unsupervised 

machine learning 

algorithm 

 

 always converges 

 

 High computational 

time 

 Sensitive to noise 

 Sensitive to initial 

selections (speed, 

local minima) 

 

Agglomerative 

algorithm   

 

 

 

Hierarchical 

Clustering- 

unsupervised machine 

learning algorithm 

 Doesn’t depend on 

the number of 

clusters and center of 

gravity. 

 Robust against noise. 

 High time 

complexity in large 

datasets 

 

Divisive algorithm   

 

Hierarchical 

Clustering- 

unsupervised machine 

learning algorithm 

 Robust 

 Doesn’t depend on 

the number of 

clusters and center of 

gravity. 

 Inefficient use of 

memory. 

 Nonlinear time 

complexity. 

 

 

Table 2: Comparison between different lexicon-based Classification Methods. 

Method Advantages  Disadvantages 

 

Dictionary-based 

 Does not require any labeled 

training samples 

 Efficient 

 Easy access to words lexicon 

 Relatively low 

accuracy when 

dealing with different 

domains. 

 

Corpus-based 

 

 

 

 

 Good for capturing semantic 

relations between single words 

 Efficient 

 Provides better results when 

domains are different. 

 Can’t be used alone 

 Can't handle logical 

relations between 

words. 

V. CHALLENGES IN SENTIMENT ANALYSIS 

There are several challenges in sentiment analysis. In this section, we discuss some of the difficulties 

that still remain and have not been explored adequately. Additionally, we talk about recommendations to 

deal with these difficulties. The goal of this section is to encourage researchers and specialists more to 

work particularly in the areas that are relatively less investigated.  

Lexicons can be annotated manually or by automatic means according to their polarity. Building 

resources is not a sentiment analysis task, but it could help enhance it. The main challenges that face the 
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work in building resources are words ambiguity, multilingual words, text granularity [5, 38] and the 

differences in the meaning of opinions among multiple domains. Moreover, the manual construction of 

sentiment dictionaries needs broad head work with relatively restricted coverage on different forms of 

informal words [39]. At word-level sentiment analysis, most work focuses on determining the semantic 

orientation (SO) of words, in which a prior polarity is assigned to words in the lexicon out of context. 

However, the polarity of some words may differ emphatically with context, making the task of assigning 

each word to a specific sentiment category in the lexicon very hard. Words like big, small, strong, and 

weak are examples of Polarity-ambiguous words [40]. In the work of ambiguous words disambiguation, 

a mutual bootstrapping algorithm is adopted in [41] to automatically build the aspect and polarity-

ambiguous lexicon. Firstly, they start with a small set of words which are ambiguous to extract some 

features then the sentiment orientation of the features is determined using the relations between features 

and polarity-ambiguous words in the labeled text. Secondly, they keep adding more polarity-ambiguous 

words. Other several iterations, the polarity-ambiguous word lexicon is built. Finally, the sentiment of 

polarity-ambiguous words in context can be decided due to the prior polarity retrieved of ambiguous 

words. Experiments showed that their method had effective results in sentence-level analysis. Xia et al. 

[42] focused on resolving the ambiguity of words using opinion-level features that includes opinion 

target, modifying word and indicative words. They used the Bayesian model to calculate the probability 

that a given sentiment word has a specific sentiment polarity, and they made an independent assumption 

amongst the features that influence the model. They claim that their model performed well in two 

different domains.   

Text reviews may also contain multilingual words or words of different domains as various users 

write reviews in their own languages even on English forums thus making it hard to apply opinion 

mining techniques for efficient sentiment analysis [43]. On the other hand, many challenges are facing 

the machine learning technique of sentiment classification [22]. It could be in designing the classifier, 

availability of training dataset, or the correct interpretation of an unexpected expression. In the field of 

tourism, several reviews problems make them hard to evaluate [44]. Those challenges include that 

reviews are not clear and brief, also Scalar reviews are not useful when hotels offer different services. 

Furthermore, some features are more vital than others so the general rating is not objective however more 

impacted on those viewpoints. Bucur et al. [44] claimed that an aspect-oriented analysis would improve 

the performance of sentiment analysis from reviews in the domain of tourism. They also mentioned that 

a future heading for enhancing the performance could be the utilization of ontology, oriented to tourism 

domain.  

Moreover, online reviews often contain slang or irony expressions. An irony expression normally 

signifies the opposite meaning of the word, typically used for humor or sarcasm. Reyes et al. [45] 

discussed the identification of irony reviews. They aimed to extract a set of discriminating features that 

represent irony. A model to represent irony reviews was proposed in terms of some features like n-

grams, POS-grams, and funny profiling. They constructed their own dataset with ironic reviews collected 

from Amazon. They used three classifiers in classification, namely NB, SVM, and Decision Tree. Their 

evaluation showed relevant results of the model with the three classifiers for retrieving representative 

content.    

Negation expressions are also considered one of the important challenges in sentiment analysis. 

Negation expressions will generally make positive words negative and make negative words more 

positive [46]. Several aspects in the area of negation handling are still not explored like how people use 

negations differently according to their community and cultures [47].   
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People generally write text on the web in a very expressive way that often contains many emotions 

and new techniques such as repeating characters to stress on a specific word. Thus, making content 

generated by users utterly different from standard text since it contains a lot of misspellings, 

abbreviations, slang words, and grammatical errors which downgrades the performance of automatic 

analysis because tools are primarily trained on the standard text [48]. Van Hee et al. [49] investigated a 

complex normalization system as a prior step to the classification task to enhance the performance of a 

sentiment classifier by automatically translating irrelevant text into standard text. Results showed the 

relevance of their normalization system for improving the overall process of sentiment analysis. 

Schouten et al. [50] claimed that the evolution of constructing a knowledge base that includes stereotypes 

and user-generated words that is rich in ironic and sarcastic words along with negation expressions when 

combined with machine learning approaches would offer better results for handling user-generated 

content. 

Thwarting has been identified as a common challenge in different forms of texts in sentiment analysis 

[51, 52]. Thwarted expressions fundamentally refer to the phenomenon wherein the writer of the text first 

develops certain expectations for the review content, just to deliver a planned contrast to the earlier 

discussion [53]. In thwarting expressions only some part of text determines the overall polarity of the 

sentence or document e.g. “The actors are popular. The supporting cast is talented. It sounds like a great 

plot, but somehow this movie disappoints me” while the overall polarity is negative simple sentiment 

analysis approaches would classify this example as positive. A thwarting detection approach was 

proposed by Ramteke et al. [54] that used a rule-based method and a machine learning approach namely 

SVM for thwarting detection. Their results showed that the ML approach outperformed the rule-based 

approach.   

Discourse Structure analysis is critical for Sentiment Analysis/Opinion Mining. It is one of the 

challenges that can majorly affect the overall opinion behind a text. In recent work, the importance of 

discourse relations in the field of sentiment analysis has been widely recognized. Discourse structure is 

how an entire text is organized and how words are ordered. In conventional lexicon-based methods, all 

words and sentences are dealt with similarly, and the structural aspects of a text are discarded. However, 

to correctly detect the polarity of text, Discourse structure and words order in the text should be taken 

into consideration. For instance, "A is better than B”, is the exact inverse opinion from, “B is better than 

A”. In this work, Wang et al. [55] utilized discourse relations by using explicit connectives for Chinese 

sentiment classification. They accomplished preferable outcomes over the state-of-the-art method. 

Another emerging direction in sentiment analysis is the development of a machine learning algorithm 

that doesn’t depend on a specific domain on which it was trained but also can perform well on other 

domains. The problem is that a word or sentence can have different meanings in different domains which 

mean it could be interpreted as positive sentiment in a domain and negative in another. Andreevskaia et 

al. [56] proposed a novel approach that combined a corpus-based classifier trained on a set of labeled in-

domain data with a lexicon-based system trained on WordNet, to overcome the problem of system 

portability across different domains. They expect that the ensemble of more classifiers would take 

advantage of more approaches which would be able to accomplish better accuracy on in-domain, just as 

on other domains. 

VI. CONCLUSION  

In this paper, we have discussed the process of sentiment analysis and its different approaches. The 

aim of this study is to provide an adequate survey by investigating the popular and most recent methods 

along with their challenges. A wide range of strategies have been developed and tested but still, a lot of 

work is yet to be done. Some algorithms that have been utilized in the field of sentiment analysis 
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achieved great outcomes, yet at the same time no method can overcome all the presented challenges. The 

commonly used approach for sentiment classification is supervised machine learning, it is well-known 

for its high accuracy, but they require a large amount of annotated training data which is costly in terms 

of human effort and time. Studies considered using semi-supervised learning methods for many 

sentiment analysis applications as they provide a good alternative to supervised learning when there’s a 

small amount of labeled data available. One of the improvements made for the lexicon-based methods is 

expanding the dictionary to a larger one to make it able to deal with more words [57].  

Recent work aims to improve the accuracy of sentiment classification by using a hybrid approach that 

combines lexicon-based approaches along with an ensemble of machine learning methods which exploit 

the advantages of multiple classifiers, although hybrid methods have higher computational complexities 

[20]. ML algorithms are commonly used for their simplicity and domain adaptability since it has the 

ability to learn from the training data. On the other hand, Lexicon-based algorithms are also frequently 

used to tackle general SA issues because they are scalable and computationally efficient [20, 39, 58]. 

Moreover, the choice of the subjectivity detection algorithm could effectively improve the overall 

performance of sentiment classification.  Studies demonstrated that still, the English language is the most 

commonly used language in applications of sentiment analysis [59] due to the availability of its 

resources, which opens a new challenge to recent researchers specially in opinion mining of text reviews 

from social media to construct resources for other non-English languages including Latin, German, Far 

East, and Middle East Languages. However, we've concluded that the solutions for sentiment analysis 

still have far to go before achieving the certainty level demanded by practical applications.  
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