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This paper proposes a new routing system for IP network traffic 

engineering. In this system, the link cost metrics are chosen to reflect the 

congestion level in terms of the number of flows traversing a given link as 

well as its residual bandwidth. This cost is used in the design of a 

dynamic routing for MPLS networks. At the same time, an optimal 

distribution of network flows is found, and used to impose a balanced 

traffic loading overall network links. This in turns, have led to a bounded 

network delay performance. Results have shown robustness of the 

proposed routing technique over networks with arbitrary topologies and 

heavy traffic demands. 
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I.  INTRODUCTION 
 Traditional Internet Protocol (IP) networks typically support only best effort 

service. As a consequence, advanced network scenarios require the introduction of 

technologies able to provide users with quality of service (QoS), and network operator 

with more dynamic, and flexible utilization of the network resources, i.e., the 

capability to perform traffic engineering (TE) [1]. Traffic engineering, means the 

process of mapping traffic demands into the network topology, and realizing such 

mapping via routing protocols so that a predefined performance objective is achieved. 

From the network point of view, the objective is a balanced loaded network with 

minimum congestion , i.e., there should not be unnecessarily over utilized links while 

others are underutilized. 

 Current IGP (Interior Gateway Protocol) routing protocols provide little 

capability for solving the above mentioned TE-problems. Open Shortest Path First 

(OSPF) is one such IGP routing protocols. In the most frequent implementation of 

OSPF, a unit cost is allocated to network links, leading to pick the least number of 

hops as the shortest path. Problems arise when: 
 

1. multiple traffic streams converge on specific links or nodes. 

2. a traffic stream is routed through a link or node that lack enough bandwidth to 

service it [2]. 
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Extensions such as those proposed in [3], and [4], to support QoS routing based on 

OSPF have been proposed to take into consideration both aspects (i.e., 1, and 2 above) 

of the problem. OSPF [4], is proposed to support QoS by flooding the network with 

the available and used link resources. The problem is that OSPF generates a 

substantial amount of communication overheads especially in the context of bursty 

Internet traffic wherein available resources changes rapidly. QoS-OSPF [3], tries to 

minimize this overhead by using a trigger mechanism that fires every period, T, or 

when a link resource changes by a given percentage. A potential problem occurs when 

QoS-OSPF measures underutilized but allocated resources. These resources could be 

reallocated, causing packet drops once the client starts using his/here bandwidth 

allocation.  

 These TE-problems can be effectively addressed by the evolving Multi 

Protocol Label Switching (MPLS) technology [5-8]. In an MPLS cloud, connection 

request is accepted by setting up a route (Label Switched Path (LSP)) that will service 

that connection with necessary resources [6], [10]. With MPLS, routes between 

source/destination routers are calculated at source routers (ingress router), which takes 

into account not only the network topology but also traffic oriented constraint (such as 

bandwidth, hop count) according to some optimization criteria [9], [14]. The main 

limitation of the MPLS approach is the choice of the best optimization criteria which 

is not completely independent of the network load [11], and at the same time 

guarantees an even (balanced) loaded network. 

 This paper proposes a hybrid of TE, and MPLS routing that actively uses 

MPLS tunnels (LSPs) to avoid potential network congestion. Section 2 introduces a 

routing system based on a mixed-metric link cost function. An optimal distribution for 

the LSPs over the network links is presented in section 3. Results, and the performance 

evaluations of the proposed systems are given in section 4. Section 5, summarizes the 

findings in this paper, and provides a future research plan. 

 

II.  A  MIXED-METRIC  ROUTING  SYSTEM  
 This section addresses the above mentioned problems by proposing a routing 

technique that ensures even utilization of links in an MPLS cloud. Since path costs 

reflect the network congestion level, we use this cost to design a dynamic routing 

technique that avoids the over (under) utilized links problem inherited in the OSPF 

algorithm. 

 Consider a directed (for simplicity) graph G(N, L), where N is the set of  nodes 

(e.g., MPLS routers), and L is the set of links (arcs). Assuming, 

ijf : traffic demands between ingress-egress router pairs (i, j), where i=1, 2, . . . . 

N-1, and  j=2, 3, . . . , N, in a directed graph, 

ijP : set of feasible paths (LSPs) connecting router pairs (i, j), 

lf : traffic flow traversing link l,  l=1, 2, . . . , L, 

lC : capacity of  link l,  l=1, 2, . . . , L, 

lL : length (cost) of link l,  l=1, 2, . . . , L, 
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pL : length of path p, ijPp  for all i, j, 

psL : length of  shortest path, 

ln : number of LSPs traversing link l, l=1, 2, . . . , L. 

The objective of the routing algorithm is to find the shortest path psL , ijs Pp  , 

that satisfies the following constraint, 

      )f - (min.  l
l

l
p

ij Cf
s

                  (1) 
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Equation (1), insures that all LSPs (i.e.,  ijf ), are routed over links having maximum 

residual bandwidth )f - ( llC , equation (4), adds on a load balancing constraint by 

choosing shortest paths that are comprised of links carrying the minimum number of 

flows, ln . Combining equations (1) to (4), gives the following routing system: 

 Find the shortest path  
p
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Lmin.  


psL under the following link metric, 
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Of important here to note that, our routing algorithm does not rely on minimum 

number of hop-paths as did in the OSPF. However, it does guarantee a fairly, even link 

utilization among all network links which is a significantly valuable feature. This 

should be true as it would, consequently, leads to a significant improvement in the 

overall network (delay) performance. 

    
III.  OPTIMAL  DISTRIBUTION  OF  LSP-FLOWS  OVER  

NETWORK  LINKS 
  

In previous section, placement (routing) of LSPs on network links is reduced 

to setting up a number of MPLS-tunnels between some source-destination routers such 

that the following mixed-metric (equation (5)), is satisfied, 
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where lu  represents the link utilization, 

l

l

C

f
  lu . As can be seen, without bounding 

the link flows, lf , the link cost, lL , goes to infinity i.e., when the link utilization 

approaches unity. This means that, an incrementally small link-traffic change may 

results in a significantly large change in its cost metric. This is known to lead to 

instability of routing system when used as a congestion indication especially in a 

heavily loaded networks. An approach to avoid this problem is to use a fraction of the 

link capacity 1   ,C   l  lC , and the remaining capacity l)C  -(1  , is left to 

absorb any unexpected traffic variations. Certainly, choosing    would depend 

largely on the degree of robustness required to be achieved against large variations in 

the utilization of a given link. 

 In the following, we present an approach to solving these problems. First, an 

optimal distribution for the total LSP-flows is obtained. Second, the routing system 

presented in previous section is constrained to establish LSPs using the set of links 

which does not violate the optimum link-flows. The objective is to set a lower bound 

on the link flows, hence, guaranteeing a (optimal) lower bound on the network delay 

performance.  

More specifically, the mean packet delay is chosen as our objective function, and we 

assume \1\M\X
M  queues with batch Poisson arrivals. Although it is simple, 

the \1\M\X
M  model can achieve an acceptable fit for the busiest periods of  

network traffics [11]. Assuming exponential distribution for packet lengths with mean 

τ, and a geometric distribution for the number of packets in a batch with mean X. The 

mean service rate at a given router, i,  is 


 iC
  i , and the batch flow through a given 

link, i, is i . The expected delay, )( iTE , for an \1\M\X
M  queue is given by 

[12], 

  
)1(
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where

i

i
i 


 X

  designates the traffic intensity. The mean network delay, nT  is the 

combination of delays due to the queues, Ti  ( among other delay sources which we 

assume negligible along this paper), and is given by, 
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where  


 


1

1i

N

2j
ijf 

N

  is the total flow at the network input. The optimum distribution 

of network flows, i , i=1, 2, . . ., L, can be found by finding the set of flows that 

minimizes nT , subject to the constrain  



L

1i
i    T , where  T is the total link 

flows. Certainly,  T is not yet known. However, if we set a given "average number, 

k," of hops as a target in our optimization. Then, a good estimate of  T would be 

  kT  . Now, finding the optimum distribution of the network flows can be found 

using the Lagrangean technique, and the following Kuhn-Tucker conditions [13], for 

i=1,. . . L 
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where  , is the lagrange multiplier. Solving the following set of Kuhn-Tucker 

conditions for  i , gives, 

 0 - 
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In order to check that  i obtained from equation (9) will result in a minimum of nT , 

we differentiate (8) once more. This gives, 

 )X-(2 iiX        (10) 

As we know, for a stable network  X i i for all links, otherwise the delay will be 

infinite. This makes equation (10) positive, thus insuring a minimum network delay 

performance. Equation (9), gives us the optimum link flows but in terms of  . So we 

should find   first. Rewriting equation (9) gives, 
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from which   is obtained. Note that, nT  here is the mean network delay performance 

to be achieved.  
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finally, the set of optimum link flows, 
o
i , i=1,2,…L, are obtained from equation (9), 

 
 

  
 

 
XX

iio
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  .       (12) 

As mentioned earlier, constraining the routing algorithm such that no link flow should 

exceed its pre-computed level, 
o
i , would enforces a lower bound on overall network 

delay performance. 

 

IV.  PERFORMANCE  EVALUATION 
 The mixed-metric routing technique, and the optimum flow distribution  

system are both implemented as a traffic engineering tool for setting up LSPs between 

ingress-egress routers in an MPLS cloud. In this section, we study the effectiveness of 

applying this, analytical, tool. Two network graphs with arbitrary topologies are 

chosen. The first one is comprised of 15-MPLS-router (node), interconnected using 

27-link. The second consists of 20-MPLS-router, with 40-links interconnecting them. 

In all scenarios, we have assumed equal traffic demands between any ingress-egress 

router pairs as well as equal link capacities. This would help us gaining a better 

understanding of the behavior of our algorithms. Short (LSPs) paths between MPLS-

routers are obtained using the well known Dijkestra algorithm. The network topologies 

chosen are shown in figures 1, and 2 below. As shown, each router is identified by an 

alphabetic letter, while links are identified using numeric "titles". 
 

Phase I: Validation of the mixed-metric routing 
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Figure 1: 15-router MPLS cloud.  Figure 2:  20-router MPLS cloud. 

 

Figures 3, and 4, show the number of LSPs sharing the capacity of each link in the 

two networks. The light-shaded histogram is obtained after running the OSPF 

algorithm, and the heavily-shaded one results after running the mixed-metric routing 

technique  (equation (5)).  As can be seen, the OSPF algorithm tends to over load some  
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links, while under load others. On the other hand, the mixed-metric algorithm is seen 

to be load balancing most of the network links. It does so by reducing the number of 

LSPs sharing a heavily loaded (congested) link (equation (4)). This observation can, 

also, be seen from Figures 5, and 6 but in terms of the per link traffic utilization. Now 

looking at Figures (3-6) collectively shows that even with our mixed-metric system, 

there still, however, some over utilized links, lu > 0.7, (e.g., link #14, #16 in the first 

network, and #8, #10, #24 in the second) which would, in turn, results in a relatively 
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high network delay performance (see equation (6)). This should not leads us to a 

wrong conclusion. As we know the routing process is a fairly network-topology 

depended process, that is, it depends largely on route availability in the physical 

network. Moreover, this very observation have encouraged us towards finding the 

optimal flow bounds.  
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Figures 7, and 8, completes our discussion by showing the LSP-lengths in terms of the 

number of hops (links) traversed. As can be seen, under the mixed-metric routing, 

some LSPs had to traverse longer paths which are found to be less congested. This 

might indicate that LSPs under the mixed-metric system would result in a longer 

network delay. This , in fact, is not true. Simply because traversing a relatively longer 

paths comprised of less congested links would not necessarily results in a longer path 

delays. In order to validate this argument, Table I, gives a sample delay performance 

results for the per link, and the end-to-end (ETE) delays (measured m. Sec.). Of 

importance here to note that the numbers given in Table I, presents a set of figures we 

have used for comparison sake apart from the implications of their actual values. 
 

0 1 2 3 4 5 6 7 8
LSP Lengths (Number of Hops)

0

20

40

60

80

100

120

140

160

180

200

220

240

N
u

m
b

er
 o

f 
L

S
P

s

15-Router, 27-Directed Link Network

Fig.(7),LSP Length in Hops

OSPF

Mixed Metric

 

 

0 1 2 3 4 5 6 7 8
LSP Lengths (Number of Hops)

0

40

80

120

160

200

240

280

320

360

400

N
um

be
r 

of
 L

S
P

s

20-Router, 40-Directed Link
             Network

Fig.(8),LSP Length in Hops

OSPF

Mixed Metric

 



G. A. F. M. KHALAF 
________________________________________________________________________________________________________________________________________________________ 

168 

Table I: Mean Delay Performance. 
 

Performance, 15-Router, 27-Link 20-Router,40-Link 

 OSPF Mixed-Metric OSPF Mixed-Metric 

Per Link Delay 25.23 12.64 50.71 15.68 

ETE Delay 63.08 37.92 152.1 54.88 

Mean Hops 4.691 4.456 4.231 3.832 

 

 

Phase II: Validation of the optimum flow distribution 

 In this phase, the network traffic demands,  ijf , are adjusted to get a heavily 

loaded network. The objective is to examine the behavior of the optimum load 

balancing system. In this respect, we shall restrict the discussion to the, larger sized 

(i.e., 20-router) network for it has a, relatively, larger number of, alternate paths. 

 At the beginning, the optimal link flows (equation (12)) are calculated based 

on the expected network's traffic matrix. Then, the mixed-metric algorithm searches 

for links that violate the optimum link flows. Such links are eliminated by assigning 

them infinity-costs. Then the shortest paths are found using Dijkestra algorithm. 

Figure 9, shows the per-link utilization with, and without the optimal link flow 

restrictions. As can be seen, utilization of all congested links (light-shaded) are 

restricted to the pre calculated, optimal link utilization as imposed by the network's 

traffic matrix we have chosen. Once again,  this has been achieved at the price of some 

LSPs had to traverse, relatively, more number of hops as shown in Figure 10.  
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Another results are shown in Figures 11, and 12, but for a heavily loaded, randomized 

network traffic matrix. As can be seen, the optimal flow constrains results in a semi 

equalized link loadings. This would in turn, leads to a better, and bounded mean 

network delay performance. Table II quantifies the network delay performance. 
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Table II: Mean Delay Performance. 
 

  Performance, Deterministic-Traffic Matrix    Randomized-Traffic Matrix 

 No Constrains Constrained No Constrains Constrained 

Per Link Delay         15.68        14.02         29.45        23.64 

ETE Delay         54.88        63.17         117.8        94.57 

Mean Hops         3.838        3.849         3.737        3.71 

 

 

As can be seen, even under heavily loaded network scenarios, the traffic engineering 

tool proposed in this paper, still capable of optimally distributing the traffic load 

among all "possible" network links as long as there is a "feasible" physical path in the 

directed topology which we have chosen. On the other hand, it is not difficult to see 

that some links (e.g., #3, and #25 in all results obtained for the 20-router network) 

have inherently a low utilization profile. This is due to the physical structure of the 

network topology which constrains the availability of a given route.  

 

V.  SUMMARY  AND  CONCLUSIONS 

 This paper have presented a mixed-metric routing system with optimal LSP-

flow distribution for traffic engineering in MPLS networks. The mixed-metric system 

routes LSPs over links having maximum residual bandwidth, and minimum number of 

flows. This have led to a significant improvement in the overall network resource 

(link) utilization as seen from the results presented in previous section. Moreover, an 
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optimal LSP-flow distribution among network links is found, and its effectiveness is 

tested in the validation phase. Results have indicated that, when optimal flow 

distribution is imposed on the routing process. It results in a lower bounded network 

delay performance. Such a feature is considered mandatory for a variety of 

applications especially those with a real time relationships among contiguous parts of 

their traffic streams. Typically, voice, and video traffic streams are a good examples of 

such an applications. 

 For future work, we will investigate a range of representative network 

topologies, and traffic models as well as other algorithms for optimizing the MPLS 

tunnel placement to allow for the placement of backup tunnels in case of network's 

link failures.  
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حرك تحديد المسارا باستخدا القي زيع اأعظ ل المتعددة مع الت  

 MPLS  شبكا فى 
 

ى     MPLSلتحديد المسارا في شبكايقد هذا البحث نظا ديناميكي جديد  يعتمد ع
.استخدا  حرك زيع اأعظ ل ضع حد أدنى   القي المتعددة مع الت دف هذا البحث إلى  ي

 . ع من الشبكا ى اأداء في هذا الن ى لمست ر النتائج قدرة النظا المقترح ع قد أظ
. زيع أحمال الشبك بطريق مثالي حتى عند اأحمال العالي  ت
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