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ABSTRACT–   This paper aimed to apply a nonlinear hybrid wavelet 

neural network, WNN controller for static VAR compensators SVC. The 

proposed WNN control the amount of the reactive power consumed or 

delivered to the network by controlling the TRC firing angle. Single layer 

wavelet neural network, WNN model technique is used in the present 

paper. The proposed controller tracks the power systems response to zero 

error in the post fault conditions. The proposed controller is applied for 

sample single machine infinite bus power system. The time simulations 

indicate the effectiveness, robustness and fast response of the proposed 

controller in comparison with the conventional one's. The studied system 

is modeled by nonlinear differential and algebraic equations which solved 

by the Matlab Software. 

 

KEYWORDS:  Static VAR Compensators – FACTS - Wavelet neural 

network – Power system stability. 

 

1.  INTRODUCTION 
The SVC is one of the most important FACTS devices which are very effective for 

voltage regulations and stability improvement of the power systems. Due to the 

extensions of the power networks the use of SVC became very essential. 

Fixed capacitors, Thyristor control reactors static VAr Compensators SVC are used 

world wide for utilities purposes. The main objective of inserting such SVC systems is 

to regulate the node voltages at weak points of the utility grid as well as maintaining 

the voltage stability of industrial loads[1-6]. However it is also can be used for 

improving the power system dynamic performance in case of abnormal operating 

conditions[7-8]. 

The control system is usually designed based on linearizing the system model around a 

prescribed operating conditions. The linear regulator theory, direct feed back 

linearization and exact linearization are usually used. Stabilization process based on 

these conventional linear control theory with fixed parameters are working very well, 

and provide a very good damping in a prescribed operating conditions. Such intelligent 

control techniques has been recently introduced, to be used in power systems such as 

adaptive neural network, ANN, fuzzy logic FL control, adaptive neuro Fuzzy, expert 
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system, genetic algorithms[9-14]. The advantages of these control techniques provide a 

very effective damping than the conventional control theory, with better control quality 

and independent of power systems parameters. 
 

The present paper introduces wavelet neural network, WNN controller for static VAR 

Compensator, which train the data online and independent of the system parameters. 

The damping effect of the proposed WNN is evaluated in a comparative study with 

conventional PI controller. The Comparative Study proves the superiority of the 

proposed controller over the conventional one's with better control quality.   

 

2.  STUDIED  SYSTEM  FOR  FEASIBILITY  STUDY 
The studied power system is shown in Fig. 1. The system data is given in [7].  

 

 

 
3.  STUDIED  SYSTEM  MODELING 

 

3.1. Generator Model 
 

A Two-Axis dynamic model [15] has been used in this study. The system dynamic 

Equations are given by: 
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3.2.  Exciter Model 
 

In this study, The IEEE Type DC-1 Exciter [15] has been used. The dynamic equations 

for this exciter are given by: 

SVC Load 

Gen 

Vm Vinf Vt 

Fig. 1: Studied Power System With SVC. 
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3.3.  Static  VAR  Model 
The static Var compensator has many different models presented by literatures [5]. In 

this paper the used SVC is consisted of Fixed Capacitor and Thyristor Controlled 

reactor, ( FC-TCR) Type. The firing angle α of the reactor thyristor can be controlled 

using the proposed controller. It's currents are related to the firing angles by the 

following equations: 
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From the above equation the reactor virtual susceptance can be expressed as: 
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from equations (9) and (10) the susceptance can be expressed as: 
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The overall SVC susceptance is given by the summation of the fixed capacitor 

susceptance and the thyristor controlled variable reactor susceptance, which expressed 

as: 

       )  (B  B  B LcSVC                                                                          (12) 

 
4.  WAVELET  NEURAL  NETWORK  CONTROLLER  PRINCIPLES 

The present wavelet neural network, WNN controller which consists of four layer 

controller is discussed in [16]. The target of the controller is to track the speed 

deviations, and torque angle deviation to zero, in case of severe disturbance. To 

develop this controllers, two input error signals were selected, the first one is the speed 

deviation,  which is taken as a tracking error, 1 and it's rate of change. The input of the 
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WNN controller consists of the errors 1, 1(1-z
-1

) with z
-1

 is the time delay. The output 

of the WNN will be added to the voltage regulator gain to form the angle α. 

 
4.1. WNN Technique Analysis 
The signal propagation and the basic function in each ANN layer can be displayed in 

the following. For every node i in the input layer, the net input and the net output can 

be described by the following equations: 
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The family of the wavelet is usually constructed by translation and dilations performed 

on a single fixed function, called the mother wavelet. In which layer, each node 

performs a wavelet j that is derived from its “mother wavelet”. The first derivative of 

a Gaussian function, is adopted as a mother wavelet in this study, and expressed as 

(x) = -x exp(-x
2
/2). For the j

th
 node 
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Where mij and ij are the translation and dilation in the j
th
 term of the i

th
 input 

2
ix to the 

node of mother wavelet layer, and n is the all number of wavelets with respect to the 

input nodes. Each node k in the wavelet layer is denoted by, which multiplies in the 

input signals and outputs result of the product[14]. Hence, for the k
th
 rule node  
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Where
3
jx represents the j

th
 input to the node of the wavelet layer, and 

3
jkw is the 

weights between the mother wavelet layer and the wavelet layer, and assumed to be 

unity. The number of the wavelet is given as l=n/i if each input node has the same 

mother wavelet nodes. The  is known as the single node 0 in the output layer, which 

compute the overall output as the summation of all input signals. 
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Where the connecting weight 
4
kow is the output action strength of the O

th
 output 

associated with the k
th
 wavelet, and 

4
kx represents the k

th
 input to the node of output 

layer,  

and   
4
1y  = α.                                                                                                               (18) 

 

Hence the output signal of the controller is as given in the above equation. 
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4.2.  On-line Training Algorithm for Wavelet Neural network 
The main part of the training algorithm is how to obtain a gradient vector in which 

each element in the training algorithm is defined as the derivative of the energy 

function with respect to the parameters of the network. This can be obtained by the 

chain rules, and the method is generally referred to as back propagation learning rules. 

In order to illustrate the on-line training mechanism of the WNN using the supervised 

gradient descent method, the energy function should firstly defined as E=0.5 e
2
. Hence, 

the on-line training mechanism,  based on back propagation can be expressed as 

follows: 
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The weights of the layers are updated according to the following equation: 
 

4
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Where N is the iteration number and w is the weight learning rate.  
 

The weights in the wavelet layer are unity, hence the error term needs to be calculated 

and propagated. The error term is then 
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The error term can be obtained by the following equation 
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The update rule of mij is as follows: 
 

ij

2
j

m
ijm

2
jnet

2
jnet

2
jy

2
jy

E
m

ijm

E
mijm





































                                           (24) 

 

The rule for updating ij is as follows:  
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The dilation and translation of the mother wavelet can be updated as follows: 
 

mij(N+1) = mij(N)+mij                                                                        (26) 

σ ij(N+1) = σij(N)+σij                                                                        (27) 
 

Where  and m  are the learning rates of the dilation and translation of the mother 

wavelet. To increase the on-line learning rate of the weights, the following 

approximation rule is adopted: 
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The values of the learning rates affect the network performance. In order to train the 

WNN effectively, adaptive learning rates, which assure the convergence of tracking 

error based on the analysis of a discrete type Lyapunov function. The convergence 

analysis in this study is to derive a specific learning rates for specific types of network 

parameters to assure convergence of the tracking error[20]. 

Assume ηw be the learning rate of the WNN weights and  

Pw max = max N || PW(N) || with, PW(N) = 4
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4
o w/y   and  || . || is the education norm in 

R
n
. The convergence is guaranteed if  ηw is chosen as ηw = λ / 2

max  wP  = λ /Ru, in which 

λ is a positive constant gain, and Ru is the number of nodes in the wavelet layer of the 

WNN.  
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Where Δ 4
ko

w  represents a weight change in the output layer. Using Eqns. (19),(20) and 

(30) Then, 
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Hence 
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If ηw is chosen as ηw = λ / 2
max  wP  = λ /Ru, The term ||1- ηw 

)N(P)N(P)]N(e/[ w
T
w

24
o || in the above Eq. Is less than 1. Therefore, the Lyapunov 

stability of V> 0 and ΔV < 0 is guaranteed. The tracking error will converge to zero 

when t → ∞ . 

 

5.  DESIGN OF WNN  STATIC VAR COMPENSATOR CONTROLLER 
The present WNN static Var compensator controller implements two input signals the 

speed deviation and rate of change of speed deviations. The output wavelet neural 

network static Var compensator controller signal is α. The schematic diagram of such 

WNN static Var compensator controller is given in Fig. 2. 

 

 

 
6.  DIGITAL  SIMULATION  RESULTS 

 

6.1.  Study  Methodology 
 

The superiority of the proposed WNN controller can be indicated by considering two 

different disturbances for two different operating conditions, and the studied power 

system responses are obtained. A comparative study between the proposed WNN static 

var compensator controller and the conventional proportional plus integral PI controller 

are performed and the results are discussed. 

Four Layer 
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Fig. 2: Schematic diagram for the proposed 
WNN Static Var Compensator Controller. 
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6.1.1 Application of three-phase short circuit fault 
Figures 3 and 4 depicts the studied system response, with the proposed WNN 

controller and conventional PI controller when a three-phase to ground short circuit 

fault is considered at the generator terminal for 100 m. sec. The damping effect of the 

proposed WNN static var compensator controller over the conventional PI static var 

compensator controller is evident. The proposed WNN controller has a very fast 

response, with less overshoot and undershoot. 
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6.1.2 Application of Input mechanical power disturbance 
Figures 5 and 6 show the studied system response when the generator is subjected to 

input mechanical power disturbance with SVC based WNN controller and SVC based 

PI controller. The damping effect of the SVC based WNN controller over the 

conventional PI controller is obtained. The proposed SVC based WNN controller has a 

very fast response with a very good damping adding to less overshoot and undershoot 

with better control quality. 

 



IMPROVEMENT  OF  POWER  SYSTEM  PERFORMANCE…. 
________________________________________________________________________________________________________________________________ 

1993 

 
 



Ashraf  Mohamed  Hemeida  Abdel  Gawad 
________________________________________________________________________________________________________________________________ 
1994 

7.  CONCLUSIONS 
Wavelet neural network, WNN control technique has been used with SVC to improve 

the dynamic performance of the power system in case of abnormal conditions. The 

proposed control technique train the neural network on line and obtain a variable 

control parameters based on time simulation of the studied power system. The 

proposed WNN controller has established to provide a very fast response and better 

control quality. 

To evaluate the effectiveness of the WNN SVC controller two different disturbances 

was considered with different operating conditions. The time simulation results prove 

the superiority of the WNN controller over the PI controller with very fast response 

and very good damping.  
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 محكمات الخلايا العصبية الموجية للتحكم في معوضات القدرة 
 الغير فعالة الإستاتيكية

 
يقدم البحث تطبيق محكمات  اللاييات البيابيل المة يال لماتحكم واا مبةقات  القاد ف الةيا  وبتلال 
لقبط ةاتزان ال هاد ةتحياين زتازان  اام القاةه الكه بيال واا اا ةل التااةي  البتديال زة ز  ات  

ث زقااط ابت ي يةااال المحكاام المقتاا   اللايياات البياابيل المة ياال لمااتحكم وااا كمياال ةببااد حاادة
القد ف الةي  وبتلل الميحةبل من الابكل زة التا ي ب تزةيد الابكل بهاتي المحكام المقتا   يةاال 

تةيياا  بت امت اتهاات طبقاات لاا دا   عدالاال رياا  لاطياال ماان اللايياات البياابيل المة ياال التااا تيااتطي
بكلي وا هذا البحث ايتلادم  المبتدلا  اليلاطيال التاتقاميل ةال ب يال واا  مذ ال الدي تميكا لما

الماتتيب ماع المباتدلا  المكتةبال لااي    جال اتم المقت   لمد ايال ةتما  محتكتتاا بتياتلادام ب  اتم
من حيث الكات ف ةي عل الايت تبل ةإلاماتد ةقد ز بت  ال تتئج تاةق المحكم المقت   عمى التقميدي 
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