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This paper proposes the use of deformation as adation for color
image segmentation. Instead of deforming a singhdaur, typically used
with other deformable contour methods, the propdselnique deforms a
planner net. This net consists of a group of vediconnected by edges
without crossing each other. The connected edges flygons that
represent the segmented regions boundaries. Dutiveg deformation
process, the algorithm changes the location andhtimaber of vertices as
well as the number of polygons to enhance the sagien fit. The
deformation forces are generated based upon theofeneity of the
color distribution within the regions. The algonith is completely
autonomous and does not require any training or-lpmewledge about
the image contents. The experimental results detmawed the capability
of the algorithm to segment color images from asboyt sources within
reasonable time. Furthermore, the compact mathemabtepresentation
of the resulting boundaries could be of value totHer image analysis.

KEYWORDS: Color Image Segmentation, Entire Image Segmentation
Object Segmentation, Region Based Segmentation,e EBgsed
Segmentation, Deformable Contour Methods.

1. INTRODUCTION

In image analysis, the term segmentation is usua#lgd to indicate two
separate operations. One operation can be catiece image segmentatiott

is intended to partition the whole image into regi¢l-12]. The other operation
which is sometimes called segmentationoigect segmentationlt aims for
obtaining the contour of a specific object or olgen the image [13-29]. There
are two concepts usually used to implement botactons of segmentation.
The first depends upon the gradient informatioruadothe edges of the objects.
Therefore, it is frequently calleeige based segmentatifir8-15, 17-29]. Local
gradient makes it sensitive to noise, which affetssconvergence speed and
quality. The other segmentation concept relies upenhomogeneity of one or
more of the characteristics (brightness, texture;ador) within the regions in
the image. Since these algorithms are affectedlihe regions’ pixels, they
are usually nametegion based segmentatigh-12, 16]. The whole aspect of
the region based segmentation makes it less sensgitinoise but it is typically
more expensive. Examples of the region based sdgtiw@n include: region
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growing [11], split and merge [12], histogram threksling [10], random field
[1], and clustering [4-6].

Classical edge based segmentation is realizedarsteps. First, all edges
in the image are detected using some low-level e@gection method [28, 29].
Second, an edge linking strategy is used to ordge® according to continuity
and connectivity. These methods have difficulties handling noisy edge
points, overlapping and broken boundaries, as agtiomplex shapes [17]. As
an attempt to solve some of the above problemsggmeinimization methods
calledDeformable Contour Method®CMs) were proposed [13-27].

DCMs use elastic curves (contours) that deform unke influence of
internal and external forces. The internal foreepase the contour smoothness
during deformation. The external forces attract ttomntour to the object
boundary. The DCMs algorithms try to minimize théegration of these forces
around the contour. Parametric deformable modds 238, 25-27], Geometric
deformable models [18] and Prototype-based defolemalbdels [14-17, 19-22,
24] are popular examples. Due to the locality ef$karch, DCMs suffer from a
convergence problem. They require more prior kndggeor manually guided
initial contours. For example, model-based DCMs, [28] were proposed to
integrate the prior object shape information in tigect extraction process.
However, the algorithm could not solve the problehvariation due to object
geometric transformations. Other model-based DC22s 24] require complex
searching algorithms, or need heavy training [2Z], Pue to this convergence
problem, DCMs are used for object segmentation lead not been tested for
entire image segmentation.

Although, color images contain additional infornoatithan gray level
ones, the segmentation of such images is more ocagd. Surveys of color
image segmentation could be found in [7, 30]. Thizled difficulty of
segmenting color images is mainly due to the ldka good definition of color
that matches the human perception of this conckpather reason is the
mathematical complexity associated with color disea measurement in the
3D-representation of color. This complexity makes qualification of the pixel
to join a segment, harder to evaluate. For thessores, segmenting color
images is still subject to research [1-12, 16,220,30].

This paper proposes a segmentation technique for anages using a
Deformable Contour strategy. We call this techniRagion-based Deformable
Net (RbDN) technigue. Instead of the single contmuwally used with DCMs,
the proposed technique deforms a planner net. mbisconsists of elastic
polygons of an arbitrary number of line segmentg tover the entire image.
The location and the shape of the polygons changeglthe deformation to
minimize an energy-function. The function minimipat moves the polygons'
corners until they fit the regions' boundaries. sTlenergy function is the



AUTOMATIC COLOR IMAGE SEGMENTATION.... 459

integration of forces that are generated on thencomline between every
adjacent polygon pair. The forces are generateddoan the color of the pixels
surrounding these lines and the average coloreptiygons. Because of this
energy minimization strategy, the proposed techmipelongs to the family of
Deformable Contours. RbDN technique is also reglmsed because it
segments the whole image into regions depending thm homogeneity of the
color distribution within each region. Consequentlye main contribution of

the proposed system is the original use of defaomafor entire image

segmentation without any prior information, useeiference or training.

The rest of this paper is organized as follows:tiBec2 provides a
description for the proposed net structure. Sectdbndescribes the net
deformation. Section 4 describes the necessarymag@itenance operations.
Section 5 shows some of the experimental resultsti@ 6 concludes this
work.

2. NET STRUCTURE
In order to fully understand the RbDN techniquenahematical formalism is
needed. The net is simply a plane graplet= (V,E), that consists of a group
of vertices,V , connected by edgeg, . Each vertex; [V (Net )is represented
by a point in the Euclidian plane,x,, where x and y are Euclidian
distances from a reference at the upper left coafiethe Net. Each edge,
g UE(Net), is represented by a line segment that connects \ertces,
&v,v;), i.e. EO [V]z. For the rest of this work the term edge will s=di to

represent this defined mathematical meaning andneil be used to indicate a
point with high value of gradient in the image. Nonal network covers a
limited area of the Euclidian plane that is refdrte asQ.

The plane graph has a unique characteristic: itoeasketched on a piece
of paper in such a way that no edges meet in at woiver than the common
ends (the vertices). The following few restrictioae added to the general
definition of the planer graph to form the defiartiof theNet:

- The Net has vertices at the cornersQfto identify the Netextent. These
vertices are connected with edges to surr@ndThese edges form the
outer boundary of théet.

- The set of edged:(Net , ould be partitioned into subsets, such that each
subset, p,, represents polygon within Q. The edges within each polygon

are ordered such that the interior of the polygoalways on the right hand
side of the edges. Note that, each edge contrilmtegactly two polygons
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except the edges at the outer boundary oN#te The sequence of edges,
{e,e,,---e; |e Op.}, could be represented by an ordered set of vertice

Therefore, we can rewrite the polygon ps={v,,v,,---,v, which signify
that, each pafv,,v,,, )is an edge inp, .The pair(v,,v, )represents the
last edge in the polygonp, . Each polygon covers an area @f that we
call, A(p,)UQ. These areas are not mutually exclusive, that as
A(p,) n A(p;) does not necessary represent a zero area. A polygo
contain another polygon within its area.

- Except for very special networks, there is a largmber of ways in which a
network can be partitioned into polygons. A uniquagtitioning is to use
polygons with the smallest possible area. That ds minimize the
overlapping of polygons.

Therefore, theNet represents a way to partition the spaQe,into set of
polygonsP(Net). In other words the polygons resample the pieces mizzle
that when fitted together form the full are@, At this point we need to refine
the notation of the net to b&let=(V,E,P . )

Given a real life image,, and aNet= (V,E, P )with extent,Q, that has
the exact same dimension of the image, we can gviéiriaNet over the image.
Each Polygon of theNet, p, OP(Net), or the difference of two or more

polygons represents a segment of the image. Therefee can consider the
Net as a formal mathematical notation to represesgagntation of an image.
This mathematical representation is necessary tmdace the concept of
deformation to the process of image segmentatioe. €m easily imagine the
process of deformation as the process of adjustiagocation of the vertices
(the corners of the polygons) to coincide the sedmeén the image. The
mathematical description of the segments aded, provides the language to
describe the different deformation operations likeerting a new vertex into a
polygon or merging two polygons to form a singleg&r one. Table (1)
provides the definitions that describe tNet structure as well as the operations
that could be applied to it:

The general structure of the proposed net is st through simple
example shown in Figure (1). As shown in this figuhe timage under
segmentation has three regid)s R, andR,. The first regionR, is

represented by one polygom, ={V;,Vs,V,V, , While R, is represented by
two polygons p, ={V,,V;,V,,V;,Vs, Vs }and p; ={Vq,Vg,......... V3 }, the area of
R,=A(p, — p;), the third regionR;, is represented by, .
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Table (1): Summery of Net symbols and definitions

Symboal

Description

Net=(V,E,P)

The Netdefined by the vertices, edges and polygons.

V(Net) ={v,,v,---,v.}

The set of all the vertices in théNet. Each

vertexv, DV (Net), is represented by a point in the
Euclidian planev, (X, y) .

E(Nef) ={e,e,---,e,} | The set of all the edges in thiet. Each edge,

e LE(Net), is represented by a line segment that
connects two vertices(V;,V;) .

P(Net) ={p, p,---,p,} | The setof all polygons in theet.

P ={Vi, Vo, -,V } The polygonk of theNet, i.e. , p, OP(Net). Note
that the index of the vertex ip, not necessary equals
to its index in theNet.

Q The area in the Euclidian plane covered byNe¢.

A(p,) The subset of) that is covered by the polygqm .

C(py) The average color vector of the images pixels &nat
covered by the polygonp, .

{ ={py Py P} The set of all polygons in whict, is a member.

L(v,) =(XY) The Euclidian location of the vertey, .

L(v,) + (Ax,Ay) - L(v,)| The operation of moving the location of the vemgx
For example,
L(v, (X, ) + (AX, Ay) - L(v, (x+Ax, y +Ay))

P, i The process of inserting a new vertex at locatido a
polygonk . This insertion requires the update of the
indices of all vertices starting fram1l. For
exampleV,,V, -+, Ve } i ={v;,V, -, Vi, Ve g}

P —i The process of deleting the vertex at locatiofiom a
polygonk. This deletion requires re-indexing the
vertices.

p+p - p The operation of merging two polygons forming |a

: single larger one. It requires re-indexing the golys.

A(p, + pj) The subset of) that is covered by the polygon which
results from mergingp, andp; .

A(p —p)) The subset 0@ that is enclosed between andp; .
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Figure 1: Segmentation example clarifies the net structure

3. NET DEFORMATION

The proposed net is automatically initialized tdyfiwover the real life image,
| . That is the corner vertices that defi@eshould coincide the image corners.

The proposed net can have arbitrary initial stmectut we choose the simple
one illustrated in Figure (2). As shown in thisuiig the net extentQ), is
partitioned into equaled size squares.

Vertex Edge

L L
Polygon /\\D
L Ld L Ld -
n L L L -
L Ld L Ld -
- L L L -

Figure 2: The initial shape of the proposed net, equaledsizares

The net deforms under the effect of forces gendrateund the common
edge between every adjacent polygon pair. The geeralor of each polygon
in the pair and the color of the pixels around ¢benmon edge, generate these
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deformation forces. Each polygon searches a tl@a autside its boundary for
pixels with color that are close to its averageocolf considerable number of
such pixels is found, the polygon attempts to teflaself to include these
pixels. We call these thin areas the sensitivityiaes. Naturally the forces of
the neighboring polygon oppose this inflation aheé system settles at the
equilibrium of all these forces.

The left hand side (outside) of every edge in gaallggon contains two
non overlapped sensitivity regions as shown in reda).

€

Vi (5. %) S W(x+l, Yie1)

Figure 3: Edgeg, surrounded by two sensitivity regions. Left aight

sensitivity regions are represented :ﬂyand é respectively

For the edgeg, these sensitivity regions are denoiﬁd and é . Each

sensitivity region is a rectangular area havingight of w and width equals to
half of edge length. To understand how the foraesgenerated consider the
arrangement shown in Figure (4).

P;

\/I (X’yl VI+1(XI+11 y|+1)

&

Figure4: A part of the proposed net shows forces affect exldeom the point
of view of p;.

In the figure, there are two adjacent regions hgndifferent colors,R
andR;, and two polygonsy, andp,, that are not aligned over the regions. The
two polygons cover image areas(p, apdA(p;) and their respective colors



464 Khaled M. Shaaban and Nagwa M. Omar

averages are represented 6yp, andC(p;). The edge separating the two

polygons does not coincide with the true boundapasating the two regions
forming alignment disparity. From the point of viesfp,, this disparity is

measured by the number of pixels within each oséssitivity regionsé, and

-

S that satisfy the following conditions:
1. The pixel p is located within the area of the neighboring poly,
p OA(p).

2. The color distance between the pixel color anactutisent polygon color is
large, ColorDist ( C(p), C(p;) ) >n7. That is, the pixel should not

belong to this region based on the color distance.

3. The distance between the pixel color and the neighd polygon color is
small, ColorDist ( C(p), C(p,) ) <177.

Where,
C(p): The color vector of the pixgl .

ColorDist(C,,C,) : A measurement of color dissimilarity between twoocol
vectorsC, andC, .

n: The color distance threshold.

We denote such alignment disparity meaer(aé) and H (é ) respectively.

A small value ofH(é, )and H(§, ) represents a good fit of the edgeThe
deviation from this state leads to the deformatayoes:

- _H(S)
F =1 1)
- _H(S)
Iy (2)

Where, A : The length of the edge

From the point of view ofp; (not shown in the figure), there is no color
mismatch under its sensitivity regions and thusmposing forces.
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In general any vertex, is a member in a set of polygafis In each

polygon, this vertex connects exactly two edgesh egenerates forces that
affect its position. Thus, the number of forcest thffect the vertexv, is

W, =2{, ,see Figure (5). These forces are arbitrary teckand are treated as
real forces. They are added as vectors to gendateotal forceF,, that
affecting the vertex, ,
Fo=2F (3)
(Im7/
F. could be decomposed into two components one irxtlgrection that we

denote F,* and the other in they direction that we denoteF”. These

components are the best estimation of the postimnge needed to enhance
the fit of the polygon edge over the region bougpdtrat is:

Figure5: A part of the proposed net shows forces affeciexert,, due to its
existence inp,

Ax, = F™ : The total deviation of the vertex in thex direction.  (4)

Ay, = F”: The total deviation of the vertex in they direction.  (5)
Therefore the position update rule could be writdien
L(v) + (A%, 4y,) - L(v) (6)

A complete round of vertices adjustment forms alsirdeformation cycle.
Usually more than one cycle is needed to get gesdlts.
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4. NET MAINTENANCE

During the deformation process situation that rexguispecial treatment may
arise. The system periodically checks and handieset situations to keep the
net simple. The most import situations and the wayhandle them are as
follows:

Polygon merge: If during the deformation, two neighboring polygo with
almost the same average region colors emerge stimyld be merged in order
to reduce the overall number of the polygons. Asstinat these two polygons
colors averages are represented b@(p, gnd C(p;) and if

ColorDist(C(p;),C(p;)) <=7 then p and p; should be merged,
p+p - B-

There is another type of polygon merging that ddpeon the polygon
size. Polygons with very small area (smaller th@@ gixels) are merged to one
of its neighbors. The neighbor to be merged withths one with minimum
color distance (to the polygon to be deleted) rdigas of the magnitude of that
distance.

Vertex deletion: There are three states that require deleting texar order to
minimize the overall number of vertices. Theseestaire:

1. Two edges that almost lie on the same line, sear&ig-a, 6-b). As
shown in this figurey,,, should be deletedp, = p, -(q+ 1)

2. Small length edges that have a negligible effecttlma net shape see
Figure (6-c, 6-d). As shown in this figurey,, should be

deletedp, = p, —(s+ 2)

3. Spike (thorn) edges, the edges which enclose samghl, see Figure (6-e,
6-f). As shown in this figurey,,, should be deletegh, = p, -(d+ 1

Vertex Insertion: Since there is no prior knowledge about the regisimapes,
the optimum number of vertices for each specifidygon is not known.
Therefore, and during the deformation process agool with less than
adequate number of vertices may arise. The sold@itioeuch case is the vertex
insertion operation. Figure (7) shows an edggthat need vertex insertion to
enhance its fit. As shown in the Figure, the twigrahent disparity measure of

this edge from the point of view of the polyggm are H(é)and H(é) and

from point of view of p; are H (é ) and H (é). In this arrangement the force
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due toH(é) is balanced with the force due ld(é and the force due to

H(é)is balanced with the force due ﬂd(é . That is, the overall forces

affecting e are small but the quality of the fit is not goddhis special balance
state could be easily detected by observing trebtlerall small forces are not
accompanied with small value of its alignment digganeasures. If any of the
measures is above a specific limit,then there is a need for a new vertex. The
insertion operation is performed by breaking thgeeel into two edges then re-
indexing the vertices in the polygon. If the neertex will be inserted at
locationk in p,, then we denote this insertion operatiopas p, +K.

Vq Vq+1 Vq+2 V Vq+2
[ / & / a2 = 4
a) Aligned edges b) Aligned edges are merged
Vs VS+1 Vs VS+1
[ [
/ Vs+2
Vs+3
c) Small lengthedge Vg5 d) Small Length edge is deleted
Vi
v, e

d

\ e) Spike

Figure 6: Vertex deletion example, the left column shows eessary edges in
a certain polygorp, , a) Aligned edgesg) Small length edge are) Spike
Edges. The right column shows the results aftestoig) the unnecessary edges.

f) Spike edges are deleted

The net deformation and the maintenance cyclesegeated periodically
until a good fit is reached. Stopping the iteratjgmocess depends upon the
maximum displacement over of all the vertices m tiet. If this displacement is
under a specific preset value the algorithm stops.

Finally the proposed algorithm steps can be sunaedras follows:

1. Initialize the deformable net (Section 3)
2. Calculate the polygons average colors
3. For i=0 to Number of iterations
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Use equation (3) to calculate the total forces Hfédcting the
vertices then use equation(6) to update the vertpasitions
(Section 3)

Calculate the polygons average colors

if (i % Maintenance Period)=0)

-Merge the neighboring polygons with almost the sawerage
region colors (Section 4)

-Delete the unnecessary vertices (Section 4)

-Improve the fitting accuracy by inserting new vees (if

needed), (Section 4)

End if

End For

P,

Figure 7: Condition at which a vertex should be inserted

The algorithm complexity depends basically on tingt two steps in the

loop as well as the number of iterations. The caxipf of the first step in the
loop is proportional to the number of vertioes,O(n). The second step

complexity is proportional to the number of the gaapixelsu, O(). The

maintenance step has no significant effect in threrall complexity. The
number of iterations is proportional to the numbérvertices, n. Then the

overall complexity of the algorithm @&(n?, un .)

5. EXPERIMENTAL RESULTS

Unfortunately, there is no quantitative measurevaduate the fitting quality [1-
30] of segmentation algorithms. Therefore the eatadm is usually based on
human judgment. For the evaluation purpose we dpedlour own set of color
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images from different sources, taken under diversaronmental parameters
and with different quality. The set consists of entitan 200 bitmap images of
different size. Samples from this set are showthénfollowing examples.

All the examples shown in this section share a comet of operation
parameters. These parameters are chosen by exptintgal. The used
parameters are:

* The initial net has equal squares of 10x10 pixels.

* The regions with size less than 200 pixels aretelele

* The edges having length smaller than 10 pixelslaleted.

* The edges that enclose an angel less than 10 degyedeleted.

» The edges having an angel difference smaller thadefrees are
merged.

The first example uses a simple geometric shapagemshown in Figure
(8). The initial net has large number of squareshasvn in Figure (8-a). Figure
(8-b) shows the result of merging similar coloramdint regions after one step
which highly reduces the number of the polygongufeé (8-b,c,d) shows the
improvement in the fitting as the number of iteyas increases. The number of
the vertices is vastly reduced due to the vertdatide process; see (8-b, c, d).
The final net as shown in Figure (8-d) fits theewt$ boundaries with good
guality and reasonable number of vertices.

Figure (9) shows the results of using the propaselnique to segment a
selected group of images. The resulted nets higtlye objects boundaries. As
shown in the last image (the kid), the image objean be highly recognized
through the resulted net. A summary of the pararseted the numerical results
of this experiment are illustrated in Table (2). sisown in this Table, the
number of the resulted regions and the resulteticesrare suitable for further
analysis. The execution time is affected by thegenaize, the number of the
polygons, the number of the vertices and the nurobierations.

Table (2): Summery of the experimental resultsfor theimagesin Fig. 9

Image Size Number of | Number of Number of Execution
resulted resulted iterations timein sec.
regions vertices

Rose 310x210 3 71 5 0.15
Horse 320x240 8 75 10 0.5
Peppers 420x310 15 145 10 0.8
Kid 260x330 6 60 10 0.49
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L a s
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a) The initial net b) The segmentation result after one
iteration

c) . .
The segmentation result after three iterationd) The final segmentation result after
10 iterations

Figure 8: Simple Image (Basic shapes). a) The initial nef ¥ segmentation
result after 1 iteration, ¢) The segmentation tesiiér 3 iterations
, d) The final segmentation result
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e

Figure 9: Example illustrates the technique quality. Lefturoh represents the test
image set (Rose, Horse, Peppers and Kid). Righhaokepresents the final results
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Table (3): Comparing RbDN with Makrogiannisand others[4, 5]
Image Size Number of resulted regions Execution timein sec.
RbDN Makrogiannis RbDN Makrogiannis
Technique and others | Technique and others
House | 256x256 15 140 0.275 1.4365
Parrots | 256x256 20 100 0.332 0.8125
Peppers | 256x256 16 60 0.3797 0.884
Tree 256x256 27 80 0.3758 0.988

To evaluate the overall performance and the comveg speed of the
proposed algorithm we compared our work to the ialg work of
Makrogiannis and others [4, 5]. Makrogiannis triedncorporate the principles
of region-based segmentation and cluster-analypjgroaches to achieve
efficient segmentation results. The results of tamparison are illustrated in
Table (3). As shown from the table, RbDN technigides good results in
shorter time also it resulted in smaller numberrejions. Segmenting the
images into smaller number of regions is of sigaifit value for further image
analysis. Furthermore, the compact mathematicakseptation of the objects
boundaries in the form of a net is superior to @spnting the resulting image in
the form of labeled image. The compact represamadis net directly gives
topological and other information about the regiard the shape of the
boundary between them. Such information is hamlewvaluate directly through
other segmentation techniques (up to our knowledge)

As shown from these experiments, the results pea/gbod segmentation
guality in a reasonable time. Also the compact myaidtical representation of
the regions’ boundaries could be useful for praogsstowards scene
understanding.

6. CONCLUSIONS

This work proposes using Deformable Contours fdorcomage segmentation.
It aims to segment the entire image into regiortstmaletect a certain object or
group of objects in the image. We call this techei@Region-based Deformable
Net (RbDN) technique. RbDN deforms a planner nat blas an arbitrary initial
structure. The net consists of a group of verta@mected by edges. The edges
are connected without crossing each others forpatggons (closed contours).
The polygons represent the segmented regions boesddhe deformation
process is based on the homogeneity of the colstrilalition within each
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region. The proposed technique does not requirer feowledge or user
interference or training.

The segmentation process starts by positioningirthial net over the
image such that the four corner vertices of thecog@icidence with the image
corners. The deformation process iteratively chantfee number and the
location of both the vertices and the polygons.sehehanges are due to forces
generated on the common edges between polygonse Toeces are generated
based upon the color of the pixels within a thipelasurrounding these edges
and the average color of the polygons.

The algorithm performs periodical maintenance-cyte enhance the
general structure of the net. The operations peadrduring this maintenance
cycle include:

» Searching for polygon with less than adequate dality and insert more
vertices to provide the flexibility to enhance ftie

» Also the algorithm deletes the unnecessary edgesaiotain a reasonable
size of the net.

* It merges similar color adjacent regions to make mumber of regions
smaller.

The experimental results showed the quality of pse technique. The
segmentation time of the process is smaller condpaieh the time reported
with other color image segmentation techniques. grbposed technique can be
used effectively in real time applications suchr@sotics applications. RbDN
techniqgue can be used effectively to segment videquences. The final
contour which results from the deformation procafsa frame can be used as a
good estimation of the initial contour for the nexame. The sequential
segmentation should considerably shorten the setgi@mtime for subsequent
frames.
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