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One of the problems common to tendon-driven anthropomorphic robot
hands is the dependency problem. Dependency arises when guiding
tendons around joints not through the center of articulation which makes
the length of the tendon paths for some joints depend upon the angle of
other joints. Instead of the bulky mechanical solutions for this problem,
this work proposes handling this problem at the software level. The core
of the solution is a mapping-function that associates the desired joint
angles to the correct servomotor angles accounting for all the
dependencies in the system. The geometrical analysis to get this function
is difficult due to the complexity of the paths of the tendons around the
phalanxes of the fingers. This work proposes getting this function through
learning. Using model based learning requires the equally complex
analysis to build the model. Therefore, this work proposes learning by
interacting with the real physical system. To evaluate the system a simple
setup of an anthropomorphic robot hand was developed and used to
evaluate the performance of the proposed technique. The test was done on
the index finger.

KEYWORDS: Anthropomorphic Robot Hand, Reinforcement Learning,
Dependency Problem and Tendons.

1. INTRODUCTION

In the last two decades, there was an increasing interest for developing
anthropomorphic robot hands [1-9]. This interest is due to many reasons such as:

Tele-operation of anthropomorphic robot hand for remote reproduction of the
human hand behavior. This gives the flexibility to use robot hand as slave device in
dangerous or impossible to reach places. For example robots could be used for
space exploration. Robots are sent to space mission transmitting information back
to Earth, with no intent of returning home.
Using robot in a man-oriented environment, where interaction between humans
and robots is needed to perform tasks that may be done by humans or robots as
well. For example medical robots could use surgical equipments while helping
surgeons during operations.
Prosthetic hands that have the shape and function of a human hand for helping
people who lost their hands.

These reasons motivated more than one project around the world like NASA

Robonaut Hand [1], Utah/MIT Hand [2], Gifu Hand [9], DLR Hands [6-8], UB Hands
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[4, 5, 10] and Ultralight Anthropomorphic Hand [3]. Reviews on anthropomorphic
robotic could be found in [11, 12].

The mechanical structure of the robot hand affects the degree of
anthropomorphism and dexterity. An important structure aspect is the location of the
actuators which may be inside the fingers or remote at the forearm. The advantage of
the first selection is that no transfer mechanism is needed to transfer the action from
actuators to the joints of the finger. But placing the actuators inside the fingers makes
the hand bulky and heavy and also decreases the degree of anthropomorphism. For
example a motor in the proximal joint must be powerful enough to lift all the outer
motors. The second selection needs a complex transfer mechanism to transfer action
from the forearm to the fingers. Although there are other mechanisms, using tendons is
the most popular choice for action transfer [2-4], [11].

Tendons are commonly used in robot hands because they are light, clean and
small in size allowing more space to add sensors and other devices. Furthermore,
tendons are more anthropomorphic which allows for more dexterous motions. A
properly pretensioned tendon has minimum backlash which improves the precision of
the hand. Using tendons suffer from problems like erosion which results from friction.

Another problem which is of significant to this work is the dependency problem.
Dependency occurs from the way the tendons are placed around the joints. Guiding
tendons around the joints makes the lengths of the tendon paths for some joints depend
upon the angle of other joints. Instead of the usual heavy mechanical solutions [2], [13-
18], this work proposes compensating this dependency at the software level (the
intelligent control part of the system). Such solution needs a mapping-function that
relates the actuators and the finger joint angles. This function accounts for all the
dependency relations with other joint angles to facilitate generating the needed actuator
commands. To avoid the heavy mathematical modeling, necessary to generate the
mapping function this paper further proposes a simple learning scheme.

The rest of the paper is arranged as follow. Section 2 provides a discussion of the
dependency problem. Section 3 describes the proposed reinforcement learning method.
The experimental results and the hardware setup description are provided in Section 4
followed by a conclusion in Section 5.

2. TENDON DEPENDENCY PROBLEM

In the human hand, tendons routing inside the finger is provided by internally
lubricated sheaths connected to the bones as shown in Figure (1). Sheaths connected to
the bones maintain the position of the tendons relative to the phalanxes, and thus to the
line of action of the finger. This biological configuration allows high adaptability
during finger bending, with high efficiency and much reduced cross section. The
sheaths are responsible for the smooth action of the tendons. Tendons not connected to
a joint, but routed around it, do not pass through the center of articulation. Therefore
the lengths of tendon paths vary with the angle of the joints. That is, a tendon not
connected to the two bones forming a joint, but guided around this particular joint is
affected by its angle. For that reason, the rotation of a joint requires modifying the
length of not only the tendons attached to it but also of all tendons guided around it.
The large number of tendons and joints increases the complexity of motion. For
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example, consider the 30 tendons necessary to move the 15 phalanxes of a human
hand; the rotation of the wrist joint while maintaining the position of all joints in the
hand requires relaxation/tension of 30 muscles. This motion dependency, made
constructing an anthropomorphic robot hand a great challenge.

Traditional solution of the dependency problem in robot hands uses pulleys or
external sheaths or both to decouple the motion of the joints [2], [13-18]. A successful
pulley based mechanism makes changing the angle of a joint requires adjusting the
angle of the actuators connected to that joint only. Unfortunately, pulleys make hand
bulky and large, and increase the required mounting surfaces. Figure (2) shows the
complexity of pulleys system of the Utah/MIT finger.

Figure (2) The link structure and tendons routing of the Utah/MIT finger [17]

The second solution is using mechanical sheaths to guide the tendons. The
mechanical sheath is simply a flexible tube having a fixed length with a wire running
inside it (like the hand brake wire of a bicycle). The difference of length between the
wire and the tube, represents the action (the motion) required at the remote end of the
sheath. Unlike biological sheath, the mechanical one does not change its length with
the change of the joint angles not directly connected to it. That is, the mechanical
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sheath solution does not suffer from the dependency problem. Unfortunately, the main
draw back of this mechanism is that the mechanical sheath should be kept free to move
in order to be able to maintain its fixed length. That is, it should not be fixed to the
structure of the hand from the joint all the way to the actuator. Such a problem makes
the sheath wires exposed and free to move around joints especially around the wrist
joint. In many applications (like medical and aerospace application) this open frame or
exposed configuration are not tolerated. The mechanical sheaths were used in LRP five
fingers artificial hand [19].

This work proposes tendons routing through internal sheaths, more like the
biological hand. These sheaths are channels machined inside the fingers and through
the palm. The channels are lubricated to decrease friction. Clearly as with biological
hand, the proposed system suffers from dependency problem.

The proposed system suggests compensating for the path length changes at the
software level. That is, it suggests using a mathematical model to generate the
necessary action to all tendons involved in any given motion.

In general the number of joints is not necessary equal to the number of actuators.
Some or all of the joints could be operated using two independent actuators. Therefore,
let the number of the joints to be n and the number of actuators to be m. The vector

0 represents the angles of the joints @ =[6,6, - -6, ]" and the vector ¢ represents the
angles of actuators@ = [@@, -4, ]" . Then the relation between ¢ and 6 could be
written as:

P» =< (O) 1)

where, ¢ is a mapping function that represents all the complexity and dependencies of

the transfer mechanism. With careful mechanical design we could guarantee linearity
of the mapping relation. Under this condition, the model is a set of linear equations
typically represented in a matrix form that is called the structure matrix, A [13, 17,
18].

P — AO 2
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:m. P2 @I / Jointl  Joint2 Joint3
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—
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Figure (3) Scheme of tendon internal sheaths in the finger and servomotors
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For example, consider the single finger (three joints) and its actuators drawn in
Figure (3). One actuator is used per joint. In order to rotate jointl to an angle &,, the

three actuators must rotate to a specific angles ¢,¢, and ¢,. Otherwise the tension of

the tendons of joint2 and joint3 will oppose the rotation of jointl. For this
configuration the structure matrix, A of Equation (2), is 3x 3 square matrix.

If the matrix A is found then the operation of the finger is simple. If a certain
values of O are needed the corresponding angle for all three actuators could be
evaluated using Equation (2). Unfortunately getting A requires complex geometrical
analysis of the paths of the tendons.

3. PROPOSED SOLUTION

As an alternative to the complex analysis needed to get the structure matrixA | this
work proposes learning. Constructing a model for the learning process requires the
same complex analysis needed for getting the structure matrix. Therefore, the model
based learning is not beneficial and learning by interacting with the real physical
system is the most practical alternative. This class of learning is usually called
Reinforcement Learning.

Reinforcement Learning (RL) is defined as the problem of an agent that learns a
task through a direct interaction with the environment. The agent senses the
environment then selects an action. Depending on the effect of the action, the
environment rewards the agent. The agent's general goal is to maximize the amount of
reward. That is, the agent's goal is to learn a better policy that maps state to action [20-
22].

The proposed scheme to solve the tendons dependency problem fits the above
RL definition except of the part of the reward. The reward in the proposed method is
abstract and not measurable; it is to minimize the ¢p to @ mapping error. That is, the

proposed system goal is to learn the optimal policy (matrix A ) that maps desired joint
angles to actuator angles. The state in the dependency problem is the desired joint
angles only. The current values of the joint angles are omitted from the system state
because the actuators are servomotors with their own feedback loop. The internal servo
mechanism of the actuators enables them to execute the commands (the desired
positions) automatically.

To understand the proposed scheme, consider n DOF system in which every
two opposite tendons are controlled by one actuator. Consequently, the number of
actuator is n and the system could be described by nxn structure matrix, A given in
Equation (2). The reverse representation of this equation is also useful to the proposed
learning scheme and could be written as:

O=8B ¢ @)
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b11 b12 b1n

21

Where B =A'=

b, - - - b

The learning is performed in cycles that we distinguish by the superscript k . In
each cycle, the target joint angles, 0" = [6,6, ---Qn]T of all the joints are arbitrary

selected. At the same step, k, the estimated structure matrix is denoted A*. Using
Equation (2) a command vector to the actuator, ¢* =[@¢, ---¢.]" is generated

using:
¢ =A"-0" ()
After executing the command the actual reading of the joints angles, 0'“is

sensed back. Clearly, if there is an error in the structure matrix, AX | there will be an
error between 0 and 0'%.

‘91_01, el
92 _02' ez

EX=0"-0%=| : |=]|: ®)
6. -0, e,

The update of the control policy is performed by minimizing an objective function in
the form:
1
E=ZE'E (6)
2
Minimizing this function implies reducing the difference between 6% and 0'*. The
minimization is performed in iterative manner to update the elements of system model,

B* . The update is based on the first order gradient descent method [23]. That is:

0
bij = biJ _aﬁ_bij @
where
o, 06, o0&
= . =e -0. 8
abij 8bij 66’i ' ¢’ ®)

« : Training constant.
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Therefore the update function of Equation (7) becomes

by =b;, —a-€ -4, )

Equation (9) represents the changes in the values of the modeling matrix B* in order
to minimize the error. Due to practical consideration another scaling factor is added to
the equation to minimize the swing in the parameters during learning:

_a’ei'¢j
>4

After updating the matrix B¥, the structure matrix is simply updated using

A =B

The modification in each step minimizes the local immediate error. The
correction is intended to minimize the error for the particular input used at step k. A
large number of these local policy improvements are likely to lead to a global
improvement. As with other learning algorithm there is no guarantee of convergence.
The convergence is affected by the selection of the initial matrix A'and Learning

rate " . In summary, the algorithm is shown in Figure (4).

(10)

Figure (4) The Learning Algorithm

Initialize:

A'=Identity matrix, B* = Identity matrix;
Train:

For K <~ 1---m

0 = random(0—90°) . Since the range of angles for each joint is 0-90.
(Pk — AK.g¥
Send @ to the actuators.
Read 0'*from joints angles sensors.
Ek :ak (Bk _elk)
Fori<1---n
For j«1---n

a-e -9
bij = bij _n—J
D4
i=1
End
End
A =B,

End
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4. EXPERIMENTAL RESULTS

A simple setup of an anthropomorphic robot hand was developed to test the
performance of the proposed algorithm. This hand consists of four identical fingers and
opposable thumb. Each of the four fingers consists of three joints with three degrees of
freedom. The thumb consists of four joints with four degrees of freedom. All fingers
are connected to the palm to form a structure similar to a human hand. Every joint is
controlled by two tendons attached to one servomotor so that when the servomotor
rotates the two tendons operate in opposite directions. One of the two tendons relaxes
the same amount of length as the other tendon tenses. Each tendons pair has a certain
amount of tension to make the fingers rigid in their position.

2007/02/07

Figure (5) Parts of the Hand (small pieces of Perspex)

The tendons used are made of steel wires and coated with a thin layer of Teflon.
CNC machine is used to cut Perspex sheet (Acrylic glass) into small pieces as shown in
Figure (5). These small pieces are glued together to form the hand structure as shown
in Figure (6). The weight of the hand is 0.3 kg and its length is 18 cm and its width is
85 cm. The hand is actuated by HS-475HB servomotors from Hitec Inc.
Potentiometers are used as joint angle sensors. The hand is controlled by a network of
microcontrollers. The network consists of one PIC16F876 microcontroller used as a
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master and five PIC16F877 microcontrollers (one for each finger) used as slaves. The
microcontrollers (master and slaves) communicate together via the 12C protocol [24].

Figure (7) shows the system's block diagram. The master communicates with the
Personal Computer (PC) via RS232 serial port. The PC that executes the learning
algorithm sends the commands to the master microcontroller. Then the master
dispatches the commands to the desired slave. The slave applies the commands to the
servomotors. It waits for 0.8 second (the time's required for servomotors to execute
commands in the worst case), then it reads the joint angles sensors. The slave sends the
sensors readings back to the master who sends them to the PC and this concludes a
commands cycle.

Figure (6) Hand mechanical structure

Figure (8) shows the coefficients of the structure matrix A as they converge to
their final values with the progress of learning. The first plot shows each coefficient
alone in separate subplot and the second plot shows all the coefficients combined. To
illustrate the effect of learning on the average mapping error, the average error over
consecutive periods of 50 cycles is shown in Figure (9). The results show that the
average error drops with the increase of learning cycles for all joints. For proximal
joint, it begins with about 27° for non-trained system, drops to about 7.7° for the
second period and to about 3° for period number 15 (after 700 learning cycles). For
middle joint, it begins with about 29° for non-learned system, drops to about 9° for the
second period and to about 5.4° for period number 15. For distal joint, it begins with
about 30° for non-learned system, drops to about 9.8° for the second period and to
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about 5.4° for period number 15. The entire learning process of 1000 iteration takes
about 15 minutes. The learning factor is 0.01.

PC
(LEARNING ALGORITHM)
A o>
o0
w4
NS RS232
oz|| 23 PROTOCOL
v wm
PIC 16F876
MASTER
X 12C
PROTOCOL
SDA v
SCL A A A A A
A 4 A\ 4 A 4 y
PIC PIC PIC PIC PIC
16F877 16F877 16F877 16F877 16F877
SLAVE SLAVE SLAVE SLAVE SLAVE
THUMB INDEX MIDDLE RING LITTLE
FINGER FINGER FINGER FINGER FINGER
(4 (3
servomotors servomotors
+4 joints + 3 joints NOT IMPLEMENTED YET
Sensors) Sensors)

Figure (7) Hardware implementation block diagram

The residual error after training is due to three main reasons:

1- Due the limited quality of the machining of the parts, the tendon paths through
internal sheaths and on the surfaces of the hand are not perfectly regular. For
example a smaller shift in the location of the axis of articulation may have a
nonlinear effect in the length of a tendon path. This effect could not be eliminated
using the proposed linear compensation system.

2- The utilized servo motors use a proportional error controller. Such simple control
strategy leaves a considerable residual error especially when a large part of the
actuator output force is to overcome friction.

3- A minimum backlash is observed in the system due to servomotors internal plastic
gears and the simple tendon-actuator coupling.
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Figure (8) Coefficients of structure matrix A during learning
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Figure (9) The effect of learning on slide average error (over 50 learning cycles) before
learning and during different levels of learning

5. CONCLUSIONS

In tendons-driven anthropomorphic robot hand, routing tendon around joints causes an
operation dependency problem. Instead of the bulky mechanical solutions this work
proposes solving the problem at the software level. The foundation of the proposed
solution is finding the correct mapping between the joint angles and the actuator
angles. This mapping should account for all the dependencies in the system. Using this
mapping the operation of the hand is a straight forward arithmetic substitution. Under
carefully selected design constrains the mapping is simply a set of linear equations.
These equations are represented in a matrix form that is called the structure matrix.
Due to the complexity of tendon paths through the structure, the analytical methods for
getting the structure matrix are complex. This work proposes finding the matrix using
reinforcement learning. In this learning scheme the controller interact with the real
physical system to iteratively enhance this matrix.

To test the proposed method a simple anthropomorphic robot hand was
developed. The test was done on the index finger. The test results show that the
coefficients of the structure matrix converge to their optimal values as the learning
progress. Also the experimental testes show that the average operation error reduces
with the increase of the number of training cycles.
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