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Region-based image retrieval (RBIR), a special tgpecontent based
image retrieval (CBIR), is an important researchisl paper presents
integration of RBIR with relevance feedback (RF) dnhance the
performance of CBIR. Watershed algorithm is usedxtoact regions but
not all regions are with the same importance. Saegion-weighting
scheme reflecting the process of human visual pémeis proposed. By
using relevance feedback method, the matching psoceuld improve
retrieval performance interactively and allow pregsive refinement of
query results according to the user's feedbacloacti
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[. INTRODUCTION

With the growth of image databases and cheap Higfitmage, content based image
retrieval (CBIR) has become an active research @ueag the past decade. CBIR [1]
is a powerful tool for search engines since it $ynelps retrieval of images similar to
a query image based on their content. CBIR systeuth as (QBIS, Photobook,
MARS, PicToSeek, VisualSEEK) represent images usixigacted visual features,
such as color [2], shape [4] and texture [3] taespnt and index the image.

According to [5], one of the main challenges is #®mantic gap between
users’ high-level query concepts and low-leveldezg which can be extracted.

In general, two approaches are commonly employesbiice the semantic gap
problem. The first approach is to change the fdous the global content description
of images into the local content description byioeg (region-based image retrieval)
or even the objects in images (object-based imageeval) [12:18]. Regions are used
to represent and index images in RBIR. Then théopeance of a region-based image
retrieval system is dependent on the method usedrgpare the two images, i.e. the
performance is determined by the definition of &mily which is applied when
performing the image similarity measurement.

To ensure robustness against inaccurate segmentativeral image-to-image
similarity measurements, which combine the infoiarafrom all regions of the two
images, have been proposed. The integrated regamchmg (IRM) algorithm [6]
performs a region-based retrieval process in windges are segmented by their color,
texture and shape features, and a region of ongeifisadhen matched to several regions
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of the second image. In the IRM approach, the aiityl measure was determined by
the weighted sum of distance.

The second approach taken to reduce the gap betivedngh-level semantic
concepts and the low-level image features invotiiesuse of relevance feedback. This
approach employs an online learning scheme to imapnhe retrieval extraction
performance by applying relevant feedback accordingthe user’'s subjective
perception. User provides his feedback by markimgther the retrieved images are
relevant to the query or not. Based on the feedltheksystem applies many different
learning mechanisms. As short term (or sessionebdsedback is applied at the end of
any user session, also a long-term feedback isieappd incorporate accumulated
feedback information.

The organization of the paper is as follows: Sectigresents a brief overview
of the proposed system. Section Ill presents tietee work of RBIR. Section IV
describes the representation of images based ogeinsagmentation. Section V
describes feature extraction and introduces a egiom weighting method and a new
region filtering method. In section VI, the desigfithe image similarity measure, based
on IRM is presented. In section VII, the relevarieedback technique is described.
Section VIII provides experimental results that leste all aspects of the proposed
system. In section IX, conclusion with a discussibthe future work is presented.

. SYSTEM OVERVIEW

Figure 1 presents a flowchart of the proposed Bystes shown, the system comprises
two major modules: an offline module and an onlmedule. During the offline
module, the system segments every image into differegions using watershed
segmentation algorithm [7] and then extracts loveldeatures such as (color, texture
and shape features) and region weights such ase(¢to center — size). All images
names, region number and features of each regeostaired in log file.

During the online module, when a query image igbeg by the user, all of the
images are sorted according to their similariteeshe query image according to IRM
algorithm. In calculating distance, each dimensibthe region feature is normalized to
the range [0, 1] in order to prevent a dimensiothWarge value from dominating the
others.

If the user is unsatisfied with the retrieval résuhe or she can specify the
feedbacks to use in refining the results in thet rixation by marking relevant or
irrelevant for each image. After user is satisfigith the retrieval result, the user
updates the feature weight in the log file.

[ll. RELATED WORK

This section focuses on the previous researches tbheetwo subjects, region based
image retrieval, relevance feedback. Most of thistiexy region-based approaches can
be classified based on four criteria: (1) the segmentation scheme; (2) the selected
features for region description; (3) the region matching method; (4) how to enhance
retrieval performance by interacting with a user.
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Figure 1.Flowchart of the proposed system.

In [15], System finds the dominant foreground regamd finds the semantic
category of that image. In [13], an approach isppsed that employs a fully
unsupervised segmentation algorithm and associbieslevel descriptors with
appropriate qualitative intermediate-level desorigt which form a simple vocabulary
termed object ontology. Following that, a relevafemdback mechanism is invoked to
rank the remaining, potentially relevant image oagi and produce the final query
results. The research work in [14] proposed an emagrieval framework that integrates
efficient region based representation and effectwdine learning capability. This
approach is based on user's relevance feedback nlakes user supervision an
obligatory requirement. The research work in [168sented a generalized SVM as a
learning machines kernel for region-based imageexet. The research work in [17]
proposed a salient detector to detect salient msgend ignore other regions. The
research work in [18] analyzed the effect of segat@n on retrieval performance of a
CBIR system and using a region matching methodititagrates properties of all the
regions in the images.

This paper proposes a strategy that does not eeqny supervision from the
user apart from selecting an example image to led as a query, mark relevant or
irrelevant in result set and permit a many-to-maeagion matching improving the
robustness of the system and combine featureetipaésses meaningful distributions.
It is a region-based approach that takes advamtfatje robustness of each subsequent
module. More specifically, it is based on a watedstsegmentation module that
produces meaningful regions, and features extrat¢hiat combines color, texture and
edge density features. The weight of region refléctman perspective, finally based on
the feedback. The system updates the weight ofithgil feature and retrieves a new
set.

V. IMAGE SEGMENTATION

The goal of image segmentation is to partitionraage into a set of regions. Different
methods for image segmentation have been applieelgion-based tasks for different
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goals, e.g., image retrieval, image annotation,ajelct recognition. The most intuitive
method for image segmentation is to segment obfeats an image for region-based
image matching even though this is very difficidowever, the segmentation results
greatly affect the performances of region-basekktas

In this paper, the watershed segmentation [7], viscan efficient, automatic,
and unsupervised segmentation method for gray-lievages, is used to partition an
image into non overlapping regions. First, the pyeessing of gradient calculation is
essential. Only in the gradient image, the bouedanf objects could be located on the
ridges and taken as watershed pixels, as showrigir.E. and then the watershed
algorithm could work in the right way as in Fig 2.d

Because the basic watershed algorithm is highlgises to gradient noise, it
usually results in over-segmentation. To overcomis fproblem, region merging
algorithm is applied as a post-processing stageaf8illustrated in Fig 2.e. Regions are
merged until the output meets a given criteria Wigan be the number of regions or a
dissimilarity value between homogeneous regiong. Ei shows steps of watershed
algorithm.

G
(a) Original Image - (b) Grey Image - (c) Gradient Image
(d) After Watershed - (e) Merged Regio

(a) (©

Figure 2. Watershed steps
V. REGION FEATURE EXTRACTION

Two properties are used to describe a region; theal features extracted from the
region and its importance.

A. Region Visual Feature Extraction

In the current implementation, each region of aagenis characterized based on its
extracted color, texture and shape features. ligématrieval systems, color is the most
commonly used feature. The main reason is tha ihdependent of image size and
orientation. Also, it is one of the most straigbtviard features utilized by humans for
visual recognition and discrimination. In this pgpae HSV (hue, saturation, value)
color space [2] is used. HSV is the most prefeo@dr space by artist because of its
similarities to the way human tends to preserverinfition about color. Considering
the color information, the meanand the standard deviationfrom each channel of the
HSV (hue, saturation, and value) color space araeted in this proposed system.

Texture is the visual patterns that have properdfesomogeneity that do not
result from the presence of only a single colomeensity. In this work, Gabor filters
[3] are applied on the image with different origiaia at different scale, and the mean p
and standard deviatian are extracted. Five scales and six orientatioasuged in this
implementation.
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Because the edge direction histogram has the dhéstics of shift invariance
and scale invariance, it is used to describe tapesinformation [4]. In brief, first, the
Sobel operator is used for edge detection for diae=gories: vertical, horizontal, 45°
diagonal, 135° diagonal, and isotropic (non ed§efond, edge density is obtained for
each category and for each region in image bydhaing equation.

1 _
f= EZpER e(p) (1)

Where e is any edge from five categories, R isoregp is every pixel in region
R, and A is area of the image.

B. Region Importance Decision

In this research work, two assumptions are involweglvaluating the region importance
decision (region-weighting scheme) and then estaiblg the image similarity measure,
because not all regions are with the same impaetfik]. First, importance assigned to
the region whose pixels are closer to the centegidd assigns higher weights to the
pixels near the attention center and lower weitghthe pixels which are more remote.
Second in this research work, importance is asdigmehe region attended to occupy
large area. Higher weights are assigned to theomethiat has large area and lower
weights to the region that has small area.

According to user’s visual perception, each reg®assigned to a weight of
importance, which is inversely proportional to tistance between the pixels of the
region and the attention center. The Gaussian nuafdile distance between the pixel
and the attention center used to evaluate the tapoFl; can be defined as:

dis{i.cq)

PL =exp (- T} (2)

where,dis is the Euclidean distance of the location diffeebhetween pixeiland the
attention center,, ando is the standard deviation of all distances betvesan pixel in
the entire image and the attention center. By demsig the region sizes, the region
weighting importancev; is given by the sum of the importance of the irdiial pixels
inside region R, i.e.

W, = EjER:_ PIJ 3

The sum of the total region weighting importanceath image should be normalized
to 1. That is, the constraint of the region weightimportance is as follows:

=1 w; =1 4)(

where, m is the total number of regions in the ienag

According to user’s visual perception, each regsassigned to an importance
weight, which is proportional to region attendirydccupy large areas. Each region
weight is number of pixels in this region divided the total number of pixels in all
regions
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No.of pizelin region
W= (5)
W*h

Wherew; weight of region j ; W,h dimension of image

VI. IMAGE SIMILARITY MEASURE

Since the image segmentation may not be perfecintbgrated region matching (IRM)
[6] algorithm allows one region of an image to batched to several regions of another
image. IRM is more robust to inaccurate image segatiens, as shown in Fig. 3.

Image 1,

One-to-one match Cne-to-many match

Image 1,

# of regions = 5 # of regions = 2 #of regions = 5 ‘ # of regions = 2

Single region matching Integrated region matching (IRM)

Figure 3. Robustness of integrated region matc@iRi) to inaccurate image
segmentation.

Assume that an imagh contains m regions and an imalg contains n
regions. A matching between regiops and q; is assigned a significance cregljt

where this credit represents the importance ofrtagching in determining the similarity
between the two images. Furthermore, dép;.q;). i.e. the region feature distance

betweenp; andy;, be the Euclidean distance. The IRM distance batle andl is
given by the weighted sum of all the similaritiefveeen the region pairs, i.e.

d(Iplg)=22, ¥, 5,,d(p,ay) (6)

The IRM algorithm attempts to fulfill the signifinee credits of regions by
assigning more significance with respect to howsitbs will be the minimum distance
between regions. Initially, assuming thd{.-.j- is the minimum distance, we set

s j=min(wp,.wq ] If wp,£wgq , thens,; =0, for j# | since the link between
regions i’ and j’ has filled the significance ofgren i’. The significance credit left for
region j' is reduced tevyg, - Wp..
The procedure steps of the IRM algorithm are suriredras follows:

1) Letwp, be the significance of region i in image p awgl be the significance of

region j in image g. Let si,j be the significancedit of the matching between
region i of image p and region j of image g.
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2) SetL={}, denote M= {(i,j):i=1,...m;j=1, .., n}.
3) Choose the minimum di,j for (i, § M-L. Label the corresponding (i, j) as (i’,j’).
4) min(wp,.wq,) > si’J’

5) If wp, < wq,, setsi’j=0, j#j’; otherwise, setsi,j’=0,1#1".
6) wp, -~ min(vp, , W) >wp, .
7) WP, - min(wp, , w q)%‘r'

8) L+{(| N} éL
9) If ZZ; wp, >0 and X, w P, =0 go to Step 3; otherwise, stop.

The values ofvp;, andw q; are chosen to represent the region weighting
importance (i.e. significance) of regiopsandg; in the images p and g, respectively.
Both values are assigned by the method describselcion 4.2, in some other systems,
uniform schema (all regions with the same imporuand other used area schema.

After calculating similarity for each feature, eadbature dimension is
normalized to the range [0, 1] in order to prevardimension with large value from
dominating the others.

) sim, ¢ -ming
Simy = ———— (7

paf™ maxy, - miny

Where ma:x;, and min,, refer to the smallest and largest values in semien
Our total similarity can be defined as:

simpg = Xi_; Wesimy, (8)
Where F is number of feature, N is number of im&gjgis the weight of each feature.

VIl. RELEVANCE FEEDBACK

Relevance feedback is the most popular way to eedeiedback on the retrieved
images from users for performance improvement. Sitetegy is to ask users to mark
relevant and/or irrelevant retrieved images aftacheround of image retrieval.
Information collected from the returned imagestifized to further improve retrieval
performance in the next round.

There are two types of relevance feedback; long term [9] and short term [10].
Short term relevance feedback is dealing with tiveetit feedback session but ignoring
historical data from other users. This potentialdsults in a great loss of useful
information but long term is recording and collegtifeedback knowledge from
different users over a variety of query sessiohscah be implemented to further
improve the performance of content-based imagevelrin terms of effectiveness and
efficiency. For this reason, long-term learning laasincreasingly important role in
multimedia information searching.

Before describing the relevance feedback technifjtst, formalize how an
image object is modeled, assuming that image olgjeepresented as I(F,S,W), where:
F = {t,} is a set of low level visual features associatéti the image object, such as
texture, color and shape.
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S= {5;___= ¢ is a set of similarity measure between query imagg each image in the
database for every low feature
W = {w, } is the weight of each feature.

Based on this image object and similarity measuescribed above, the
retrieval process is described below:

Initialize the weights to WO, every weight is iaity of the same importance.
1
Wi=WO0;= = 9)

The user interfaces with the system by enteringjbexy image and asking for
similar images.

The query image Q, is distributed among differemttdiresf. according to their
predefined weightV, and the total similarity is calculated

simp,= Xy Wi*sim (10)

The objects in the database are ordered by therabsimilarity to Q. The
NMsim are returned to the user, where NMsim isinfeges with highest similarity

For each one of the retrieved objects, the useksrias relevant or irrelevant
according to his information and perception sulbjégt

The system updates the weights (described belowdrding to the user's
feedback. Then, the system adjusts Q and startsjnexy.

The system updates weights according to user mtevieedback as follows:
let Msim be the set of most simil&i.;.;., according to the overall similaritgim and
Fsimi is the set of most similar according to featire

To calculate the weight for each feature, firstiatize Wti= 0 and then use the
following procedure for each feature in:

W, = W, + score if Msim is in Fsimi (11)
=W, + 0 iMsim is not inFsimi

Where score:Rscare if Relevant and scorelRscore if irrelevant.

After this procedure, if Wti <0 set it to 0. Let WX Wti be the total weights.
The weights are then normalized by the total welghmhake the sum of the normalized
weight equal to 1.

Wi
Wy = — 211
T wr !

This research integrates long term feedback wittrtsterm feedback, uses
short term by high learning factor to acceleraserigng for this user, and uses long term
feed back by small learning factor to avoid spam.

Wnewi= (11]) Woldi + 1) (Wti) (13)

where C=m1 = L.
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VIIl. EXPERIMENTAL RESULTS

To evaluate the retrieval performance of the predosystem, this study used a
CIRES[11] (Content Based Image Retrieval SystenpHishage database containing
900 images from 9 different categories. Each categontained 100 images. The
selected categories are: Birds, Flowers, TextumggB and Building, Landscapes,
Transport, Bugs, and Mammals with 128*128 pixebheatsons.

In order to obtain an objective evaluation of thigedent retrieval techniques,
the categories to evaluate the retrieval performeaare used in our experiments. But
practically, the system enables the user to séiecimages that are meaningful, while
not being subjected to categorization.

A retrieved image was considered as relevant ibelonged to the same
category as the query image. The retrieval accuveay computed as the average
precision rate of 54 queries (six queries for eeategory) from the top N retrieved
image. The precision rate for each query is defam&®/N, where R is the total number
of relevant images and N is the total number oferetd images.

A. Example of Image Databases

Figure 4 contains an example of datasets whiclcates the diverse contents of the
dataset.

Figure 4. Example of dataset

B. Evaluation of Region-Based Image Retrieval:

Region based image retrieval is compared to th&sidaontent based image retrieval,
as shown in Fig. 5. To ensure objective compariton same features were used with
relevance feedback and with proposed weight sclientmth retrieval methods.

From Fig. 5, it can be notified that our proposedian based image retrieval
has higher precision values for each top N tharldesic content based.
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Figure 5. Comparison between region based imageval with content based image
retrieval.

c. Evaluation of Proposed Weight Schema

Proposed weight schema is compared to area pegeesithema and uniform schema is
shown in Fig 6.

Figure 6 illustrates how each schema reflects ther perception. Uniform
schema gives lowest precision because regions tbawe the same importance for
humans. Area schema is better than uniform bedhesattention of humans goes to the
region occupying large area. Proposed weight schisrslightly better at most Top N
because it combines attention of area with regiarenter.
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Figure 6. Comparison between area schema, unifohensa, and proposed weight
schema



REGION-BASED IMAGE RETRIEVAL WITH RELEVANCE... 829

D. lterative Feedback

One of the issues to improve CBIR is relevanceldaekl. Relevance feedback improves
the results to the next round.

0.9
0.8
0.7 -
0.6 -
c
205 -
2
g 0.4 ——Itreative?
03 == |treative3
=i |treatived
0.2
== Itreativeb
0.1
0 T T T T T T T 1
10 20 30 40 50 60 70 80 90 100

Top N retrieval image
Fig. 7 results change from round to another siguftiom the default values
(iteration 1) till finding the most
E. Examples of using the Proposed Retrieval System

Figure 8 shows the number of iterations for thevahce feedback (user selects if
image relevant or not), each round increases fateegerformance.

@ Relevant @) Relevant @ Relevant @ Relevant @ Relevant

o) Irrelevant ol Irrelevant @) Irrelevant @) lrrelevant @ Trrelevant

@ Relevant (o) Relevant () Relevant i@ Refevant i Relevant

@) lrrelevant (@) Irrelevant i} Irrelevant (&) Irrelevant (@) Irrelevant

(@



. Mohamed, A. Hamdy

@ Relevant @ Relevant (@ Relevant ‘@ Relevant @ Relevant

) Irrelevant 20 Irrelevant (@) Irrelevant @i lrrelevant () Trrelevant

@) Kelevant 1 Relevant (@ Relevant (2 Relevant

@

1 Relevant

(o}

@@ Irrelevant

@

! lreelevant @ Irrelevant 1@ Irrelevant

(b)

2
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(d)
(a) First round (b) Second round (c) Third rdurid) Fourth round
Figure 8. Iterative feedback for ten retrievahgas.System improves itself after each
iteration because it takes user vision.
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IX. CONCLUSION

With the rapid development of computer vision tesbgies, image retrieval
applications become an emerging field on the Webra/lvarious kinds of services are
provided for Internet user. In this study, the majontribution is its integration of
RBIR with the relevance feedback algorithm. An @ént and unsupervised
segmentation is used. Several features are exdracm@ regions; the color, texture, and
edge density features. Multiple regions matchitgeme is used to reduce the influence
of inaccurate segmentation. A region-weighting seheeflecting the process of human
visual perception is proposed to enhance the wemhtportance assigned to region
by integrating spatial location and size weightingthod.

Relevance feedback algorithm was used by the weifiithe feature that
improves retrieving of the relevant images. Theartgnce of the feature that hinders
this process is reduced. Additionally it combinkersterm and long term to accelerate
learning technique for user but avoid spamming. feture work, it is intended to
exploit such an approach that can further impreseaval accuracy.
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