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UWB (Ultra wideband) technology has a huge potérita revolutionizing
the world of digital communications, particularlyireless communications
that based primarily on the impulse radio paradigdWB technology was
originally seen purely as a physical layer techmgio with no or little
protocol to control the communication. It is novead that Media Access
Control (MAC) features play a major role in UWB agoomication systems.
In this paper, a communication system is considergd a small number of
geographically separated nodes in UWB ad hoc neétsvoAn active node
can be in one of two possible classes (H,L); higbripy or low priority
class, depending on its nature and / or the typmfofmation that it desires
to transmit. Nodes in class-H are given some piyoover those in class-L.
The motivation comes from the observation that,thia absence of a
sophisticated equalizer, the size of a slot fonsmitting a UWB pulse is
typically dictated by the Delay Spread of the clelnvhich amounts to 60 ns
in indoor environments. Therefore, using a widegfrency band to shorten
the transmission time for each pulse may not irsgethe data rate in
proportion to the available bandwidth. Thus, a nfahd approach is
considered to better utilize the available spectruvhere each transmitter
sends longer pulses in one of many narrower frequéxands. Measures of
system performance including throughput, averagaydand bit error rate
will be presented in single band and multiband agmhes. Additionally,
there is a comparison between numerical results lzowl they are achieved
by simulation of the entire system providing twionity classes.

1. INTRODUCTION

In fact, UWB communications already require a l@ogjuisition time for nodes to be

synchronized prior to communications which becortwsyer due to the training

sequence overheads required with equalizers, [1¢. €an also reduce ISI by ensuring
that the spacing between the received pulsesdsrdhan the delay spread. Thus, the
delayed copies of one pulse will not interfere witik next pulse. With this approach,
as opposed to the width of a pulse, the interpsiisesing constrains the throughput of
the channel. Therefore, a smaller bandwidth chamwigich requires elongated pulse
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duration, can yield a throughput comparable to tifah wider band, which allows
much shorter pulse duration for a fixed equalizemplexity. Accordingly, it is noted
that the UWB spectrum can be partitioned into rplétirelatively narrow frequency
bands that are mutually orthogonal and can be wss®dltaneously, and use the
available spectrum more efficiently. In impulsed4JWB, data is transmitted in the
form of pulses and there is no contiguous cardi#hough these pulses are possibly
modulated by means of a high frequency signal (redeto as the pseudocarrier). The
commonly used protocols that rely on carrier sansire not necessarily applicable
with UWB. In addition, the very limited number ofAB-based MAC protocols is
based on arbitration via time-hopping on a sindlanmel. However, time-hopped
sequences (THSs) with a short spacing betweenirtiteehiops can lead to collisions,
whereas long durations between time-hops can leadxtessive delays and low
efficiency. Therefore, the second key objectivehid design is to reduce collisions to
the extent possible without resorting to long THR$, A growing body of research
has been directed towards the development of thdti meer random access
communication systems with a homogeneous populationsers [3-4]. There are
many practical applications, however, in which samall users can alternate between
two possible states H and L. Packets which arergtateby users in state H should be
given some priority over those generated by usessate L. Users who are in the same
state are considered to be in the same classrésuli, two classes of users are created
(H,L) and the user population is generally non-hgereous, [5]. This paper provides
an estimate on the efficiency of the protocol inme of utilizing the multiple bands.
Analytical results with other simulation experimeatre validated. Finally, the protocol
has been designed to conform the requirements ef Féderal Communications
Commission (FCC) to ensure the practical relevafcthis work. More specifically,
the FCC-specified average and peak emission p@wveld have been taken in account.
FCC requires that the Effective Isotropic Radia®eaver (EIRP) be no higher than —
41.25 dBm/Mhz, [6]. The UWB signals generation noeh can be grouped in two
major categories: (i) Single-Band based, employing single transmission frequency
band; (ii) Multiband based, employing two or moreguency bands, each with at least
500 MHz bandwidth, [2].

The rest of the paper is organized as follows. i&e@ studies the previous
related work on UWB and class traffic. Protocolailstof multiband MAC protocol
and its analytical framework are presented in $ac3 and Section 4 respectively. In
Section 5, the performance analysis of using ektersmulations for two approaches
providing two class traffic (H,L) are evaluated adidcussed. In Section 6, some
applications which use two classes for transmisdata has been investigated. Finally,
in Section 7, the main results are concluded.

2. RELATED WORK

There is very little prior work on the design oM&C protocol for multiband UWB-
based wireless networks that support ad hoc conwuations. However, there have
been some interesting studies on single-band inguéations. In [2, 7], multiband
MAC protocols to alleviate the impact of both THSedaps and multipath delay
spread were developed. Along similar lines in [8] enhanced joint PHY/MAC
architecture and a private MAC are presented foy l@v power UWB, where nodes
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listen to up to three hopping sequences at the dan® they always listen on a
common broadcast THS and their own when idle. Agppsed in [9], the receiver-
based THS approach is followed for transmissionsorder to optimize the global
network performance, U-MAC assigns rate and povatues to nodes through state
declarations, which are embedded into periodicohetlessage transmissions. The
periodicity of hello messages considers the netwstdbility in order to avoid
unnecessary frequent reports and reduce the canteshead. In addition, the radius
around each receiver is adjusted in order to peofaitness between all sessions to the
receiver. Theoretical and practical approachesdeasribed towards the development
of THS based on MAC protocol for radio resourcersigain UWB ad hoc networks,
[6]. The 802.11 Distributed Coordination FunctiddQF) was subjected to several
research modifications, which is giving a back-offunter to each node such a way
that every node can choose a random number bet@e®nmaximum contention
window size. After sensing the channel to be idle&n inter-frame space the nodes
start counting their back-off counters to zero, #nithe channel is found to be busy
they freeze the back-off counters. The value of t@aion Window (CW) is
constrained to be between CWmin and CWmax. A sostaion sends an Request to
Send (RTS) for which it receives back Clear to S€6dS) following which it
transmits data and gets an Acknowledgement (ACKkgtaback. In the event of CTS
or ACK not received the source is led to believat ttollision has occurred, so it is
imperative that there is adequate waiting timetlar source before it arrives at some
decision. There are two waiting stages in ad hawor, the Inter Frame Space (IFS)
stage and the back off stage. The back-off coustarandom value between zero and
the Contention Window, [10]. A MAC protocol for gie-transceiver UWB ad hoc
networks was based on the use of busy signalkethebjective of the MAC protocol
is to facilitate the detection of collision of UW4gnals by using UWB pulses, [11].

3. THE MULTIBAND MAC PROTOCOL

In this section, the multiband MAC protocol was atésed in details. The key idea is
to have a communicating pair of nodes exchange @ana private band as opposed
to a single common band with out using time hoppixdrief overview of the basic
concepts and the operations of the protocol aredated.

3.1 The Multiple Bands

The available frequency bandwidth is divided iBdands.B-1 of these bands are
used for data transmissions and are referred ttats bands. The remaining band is
used for request control packets only; the firstcbs assigned to be the Reqg-band. The
protocol which designed based on the physical séipar of the available UWB
bandwidth of 7.5 GHz into multiple bands , eachwtfich spans 500 MHz of the
spectrum, [2].

3.2 Frame Structure

As shown in Fig.1, across all the bands, time @kén into superframes, which are
separated by smaller availability frames. All datad control communication takes
place during superframes. The availability framesed to indicate whether each band
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will be busy or not in the next superframe. Theilatdity frames alleviate the
possibility of collisions of data transmissionstlie superframes. In addition, note that
each superframe consistsFoSequence frames, each of which in turn consist$/ot
chip-times. The availability frame is sandwichedween the last sequence frame of
the jth superframe and the first sequence frame ofjtiB st superframe. The packet
delay is the duration between the instance thaicheqt arrives to the MAC layer queue
of a node until the instance that it is completelgonstructed at its destination. With
the multiband approach, this delay accounts faansimissions that may occur due to
the failure of the packet transfer due to the pabking corrupted or collided with, [2].

Sequence frame ‘jF

V

Availability Slot

Sequence
frame
‘(jF+1)y

15 Distinct Frequency Frames

T time units
Availability Frame

Fig.1. The frame structure of the proposed protocol

3.3 Operations of the MAC Protocol

Now, the MAC protocol is described while focusing the steps required for
completing a successful data exchange. The protogiémentation at each node can
be introduced by a finite state machine. (see Fig.2

Done

Availability
Frame

Next
Superframe

Fig.2. Depiction of protocol operations.

- Available bandwidth divided into B bands as fall[2]:
= One band for request and information about thee stdtboth sender and
reciever (control band).
» The rest bands for data transmissions and ackngeteents (data bands).
- Map of band availability:
= Superframes. Transmission of all control and data packets.
» Availability frames: Declare intention to keep using a band.
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3.3.1Idle State

Initially, a node is in the IDLE state. Upon havidgta (either its own or data that it

has to forward) to send to a neighbor, a node fwdit have to send a request to the
receiver. In order to initiate a request, the sesdads a REQ packet in the Reg-Band
as per the THS of the receiver. The REQ packettiftesthe particular band that the

sender has chosen for the data exchange. Aftesmieting the REQ packet, the sender
switches to the indicated data band and waits porese from the receiver. Note that

the above operations occur in the REQUEST state.

3.3.2 Request State

If the REQ packet is correctly received, the reeeiwill switch to the specific data
band indicated in the REQ packet and will send &£RARequest Acknowledgment)
packet to the originating sender. If the RACK padkesuccessfully received by the
sender, it completes a successful handshake ansetider can then begin the data
transfer.

3.3.3 Data State

The reception of the RACK asserts that the baradhm®st surely free for exclusive use
for data transfer. In the chosen band, nodes (motlid TALK state) transmit data in

consecutive chip-times instead of using time hoppiss discussed in the previous
section, the spacing between the pulses is at Bsts and ensure that the FCC
emission regulations are met. Upon the successtelption of a complete data packet,
the receiver sends a DACK (Data Acknowledgment)kptido the sender even if

collisions are completely eliminated; it is possilthat other noise factors (thermal
noise) can corrupt the data packet. If the receisarnable to correctly decode the
packet, it does not issue a DACK back to the senide sender would then reattempt
to transmit the data packet up to a fixed numbetiroés, after which the packet is
dropped.

3.3.4 Declare State

As mentioned earlier, superframes are interspersitll the so-called availability
frames. During the much smaller availability fram#ata communications stop
temporarily so that nodes currently occupying adstnd can signal their intention to
continue using it during the next superframe. Tighaling takes place in the Reg-
Band (we could have chosen any band, since avityaftames are exclusively used
for signaling availability and no data transferswrcduring these frames). Nodes in
search of an available band listen to the avaitgtfilame and select an unused band
for their upcoming data transfers. Note that, duehie consecutive transmission of
pulses during the availability frame, nodes are abldetect (or sense) the pulses. The
size of each availability slot is chosen so asdoommodate an adequate number of
pulses to facilitate acquisition and to combat e@iffects.

3.3.5 Back-Off State

There are three cases where the receiver doegpigtguccessfully to the sender with
a RACK:



1200 M. Abd El-Hameed Ali, M. El Sayed Waheed, Ibraheem M. Hanafy

1) There were more than one REQs that collided.
2) The receiver is busy.
3) Two or more pairs of communicating nodes atteimpise the same band.

Case 1, if two nodes (or more) transmit their REQs taanmon receiver at the same
time, a collision will occur. In this case, the twenders after the REQ transmission
will switch to their own selected data bands antd wait for a response from the
common receiver. As a result of the collision af REQ packets, they do not receive a
response. The sender nodes wait for a specified imerval in their selected bands
and, at the end of this period, they conclude @hatllision has occurred. Both of them
will then initiate back-off timers and, at the ewittheir back-offs, reattempt to initiate
the request. A simple additive back-off scheme nspleyed for retransmission
attempts after a failure. Upon experiencing a sil, a sender chooses, with a
uniform probability, one of thi#s subsequent superframes to reattempt its requast.
is given by

Ms = Ns + x Ls (1)

Where x is the number of consecutive failures add and Ls are system
parameters that define the aggressiveness of tledfbpolicy. The maximum limit
on the number of retransmission attempts x is i@psfter which the packet is
dropped.

Case 2, if the receiver is busy in another data bandeeifending or receiving data, it
does not receive the REQ packet. The sender will) ghe previous case, transmit the
REQ packet and await the RACK packet in the datallud its choice. Clearly, in this
case, no RACK packet is forthcoming. The sendenatdistinguish this case from
case 1, in which a collision occurs. Thereforegnters the BACK-OFF state as
discussed earlier and reattempts a request arailae.

Case 3, if two or more pairs of nodes select the samalptreir transmissions may
collide in that data band. The problem is exacexbathen the number of sender nodes
is much larger than the number of bands. This proli alleviated to a large extent by
this policy of initiating new transmissions onlythe beginning of a superframe. Thus,
when two pairs of nodes choose the same band,RA€K packets collide. The nodes
would infer that a collision has occurred and mtita reattempt a reservation. Note
that the collision is quickly and efficiently deted.

4. ANALYTICAL FRAMEWORK

In this section, multiband and single band framdwior estimating the MAC protocol
performance, in impulse based UWB networks areodhiced. In order to make the
description easy to understand, the analysis agtdight these insights are represented
at the end of the section. The analysis providesitissome perceptions with regard to
the utilization of bands with the multiband approa€inally, the results from the
analysis by additional simulation experiments aiated.

4.1 The Core Idea of Multiband Approach

The single band approach is based on using a dvagié with TH as the basic means
of access. In contrast, the multiband scheme iedbas using multiple bands with TH
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of target receivers. In particular, the primaryeatijve is to find an expression for the
probability that a node in the REQUEST state sutsée establishing a session with
an available receiver, on a free band, during tiet superframe. Given the clique
assumption, the proposed protocol is modeled asnamedded Markov chain, [12].
Each node may be in only one of two states at amytione [13]:

1) Starvation Prevention (SP): When nodes enter the SP state, one class of ides
much less than the other and starvation is likelpdcur. The values ¢Hcwin| and
|Lcwin] are set toN« and N respectively. The number of TH slots that arecalted

2 2
to each traffic class is proportional to the numbkenodes that are in each class, to
provide some form of fairness in the network. Irditidn, at least one TH slot is
allocated to each class, in order to prevent stiava

2) Traffic Prioritization (TP): In the TP state, the number of active high and low
priority nodes are similar. As starvation is unljkéo occur under this circumstance,
the network attempts to improve the Quality of $vQoS) of the higher priority
traffic class by allocating more TH slots tdcwin. Consequently, there is less
contention among the high priority traffic, leadibtg better throughput and delay
performance, as compared to low priority traffic shown in Fig.3. contention was
separated between the two different traffic classed prevent starvation of either
class, theTdata portion of the frame structure of slotted-Aloha lwitH-UWB, is
further divided into two disjoincomponents: (i) the high priority contention window
Hcwin; and (ii) the low priority contention windolacwin. High priority nodes uniform
randomly select one slot withidcwin to transmit data, while low priority nodes in the
network select fronLcwin to transmit data. Thus, the two class traffitL) for the
single and multiband approaches are described diogoto the throughput effects and
average packet delay of nodes in the network.

frame

D E—

A N S R
=T Toa ' ~-<._time
I cwin . Lcwin _

I‘ 'l‘ "
Tbeacon Tslot
j— i

B[ 1 [ .. ] .. [p

Fig.3. Slotted-Aloha with TH-UWB

4.2 Performance Analysis

4.2.1 Design Assumptions

1- Assume that while a node in the REQUEST stathiglf priority class can only
initiate the transmission of a REQ control messagmediately following an
availability frame, the researchers focus theierdgton on the beginning instance
Jstart of each availability frame. In this case, the st#téhe Markov chain can be
represented by the pdiNH;KH), where,M is the total number of nodelslH is a
part of the nodes occupied for the high prioritygss,NH is the number of nodes
currently in the REQUEST state with high cla$] < MH, KH is the number of
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currently occupied data bands by the cldssKH < B. MH=M, B is the total
number of available data bands which are avail&didooth two priority classes
(H,L).

2- Assuming thaM>B to avoid reducing the MAC protocol effects by aling each
communicating pair to be assigned a unique banthaltime. Note that, K data
bands are occupied, theK nodes must be in the TALK state, [2].

3- All nodes always have packets for transmissiotheir queues.

4- The ad hoc nodes are all within the communicatenge of one another, i.e., we
consider a clique topology as described earlier.

5- Assuming that there is no equalizer presentéldz@nce, the pulses are spaced apart
as in the multiband approach.

6- Collision occurs if two senders select the samsoeiver or the same data band at the
same time.

7- All operations of transmission data betweenedéht nodes on the network depend
on the random selection of senders, receivers andsh

8- A band that is often busy is more likely to lsed in the future. Thus, new senders
can avoid the use of these bands.

4.2.2 Calculating the Success Probability in the High Priority Class

Now, the probability that a particular node hashéfound in the high class, say
successfully establishes a new session during thert superframe, given that the
state of the system at the start of the availgiflame is(NH ,KH) and nodé is in the
REQUEST state with high class. In addition, nédean be transmitted successfully;
when the following conditions are required as shownin [2] but it is discussed
according to two priority classéll, L):

1- If K<B, 1.e., there are some free bands available that could be allocated to a new
session. In this case, node A will randomly select one of the (B-K) available data
bands for inclusion in its REQ message, say, band bA.

2- Let node A’s intended receiver, R4, must be a valid target for A4 in high class. To
verify this, by using

Prvalid,, N, ,K,] = % Psuccesg | N K (2)

Where Prvalid,, | N, ,K,] is the probability that nodé in high priority class
directs its REQ message to a node currently inliihé or BACKOFF state to
pick a valid target given that the state of theeyysat the start of the availability
frame is(Nw,Kw).

3- None of the other nodes in the REQUEST state wikst have selected the
same valid receiveRA as the target node if they assigned already for class-H.
Otherwise; they will all use the same time hoppougle to send their REQs,
causing a collision from whiclRA will be unable to successfully identify any
valid reservationTo verify this, by using

Prunique, |valid, , N, , K, ]= 1-%_1% 1 (3)
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Where Prunique, |valid, ,N, ,K, ]Jrepresents the probability that noAewith

class-Hwhich successfully delivers its reservation request wer®A given that
RAIs a valid target and it cannot be one ofl\té- 1 other nodes in the REQUEST
state.

No other REQ message that was successfully detivey a different target can
specify the use of banbA which has been already assigned to the class-H.
Otherwise, node A’s session will fail because disioh will occur in bandbA.
Using the law of total probability in [12], whick defined as

Pr[private, |unique, , valid, , N, , K 1=

Ny 1 4 Nv 4
> - yor N 4)
Vh o Bu K, Dv

Where Prprivate,, | unique, ,valig ,N ,K is the probability that no other active

nodes that successfully delivered its reservatioa walid receiver picked band
bA, given that nodé\ has successfully delivered its reservation to nedeor
using bandA with high class-HNvrepresents the number of ways fbusers to
select valid targets in class-Nv is given by

Nv =Sv. k (5)

Where Sv represents the number of ways fdrusers to attempt success with
class-H, which igliven by

M, N -2 N,—1
S =" (YD) V! )
WheregM ‘\N/H ~2Ku yrepresents the number of ways to selédtvalid targets

. Ny -1
with classH, ( V: 4 ) represents the number of ways to select successtids

to establish connection in same class ¥Rd represents the number of ways to

match success nodes to their valid targets. Wheéreaspresents the number of
ways forNH users to attempt fails in the cld$swhich is defined as

t max

R =) Ci1.C2.C3.C4 (7)
t,, =0

Where C1x MH _Nt'L_ZKH Vi )represents the number of ways to selecttkhe

unsuccessful target nodes in the same class 8%%V”)that represents the
H
number of ways to select th@til) spoiler nodes for each valid target which

!
indeed in the REQUEST state with the same dHassG3=(2 tt“ ‘) which
2 'H
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represents that spoiler nodes will be assignechéotargets with class-H and

CA=(N,, -1+ 2K, +t, M"Y 2% represents the number of ways to select tthe

collision targets as their chosen receiver becaasé unsuccessful node in class-
H has at least one target receiver for the occupieldsaoiler nodes. In addition,

Dv represents the number of ways in whidhl users select target receivers in
classH. Itis given by

D, =M, -N, - 2K, )M, -2 (8)

Finally, the probability of a successful connection establishment instance in the
class-H by node 4, Prisuccesg | N ,K is given by
Prlsuccesg | N K ]=

Privalid, [N, ,K, 1. (9)
. Prlunique,, |valid, ,N, ,K, ]
. Prlprivate,, |unique, , valiqd, ,N, ,K ]

4.2.3 Calculating the Success Probability in the Low Priority Class

The probability of a successful connection esthbiisnt instance with low priority
classk Prsuccess| N ,K is derived and calculated in the same way as showhe

classH, which is given by

Pr[success | N ,K 1= Pr[succes§| N ,Iﬁ }
Prlvalid [N ,K_ ]. (10)

. Prlunique, |valid, ,N, ,K 1.
. Pr[private, |unique ,valid ,N, ,K ]

Note that, the rest of data bands will l&RH) which available for low
priority nodes after finishing the transmission fioe nodes with cladd-

5. SIMULATION SCENARIOS

In this section, the scheme with a single band @gagr is compared in order to specify
the benefits of the multiband scheme. At the same, tthe results of the two classes
(H,L) of particular nodes are compared using both agpesin order to specify the
effects of throughput and average delay on trarsamsprocess. All data and control
packets use the entire 7.5 GHz bandwidth in thglsiband approach, while upBs-1
simultaneous users can transmit data packets deratit bands during the same
superframe in the multiband scheme. The MAC layfethe transmitter delivers the
packet to the appropriate link of the approprisaed The physical layer component
converts the bits to pulses, which will be transeditthrough this link. The receiver
picks each pulse, decodes a set of pulses thatddrimif possible, and stores the bit in
a buffer. A bit may be discarded either due to lfisten or due to its being corrupted.
When a set of bits that form a packet have beeaived correctly, the packet is
reconstructed and delivered to the receiver's MAget. The arrival of two or more
pulses, simultaneously from different links of #eme band, denotes a collision, [2].
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As described earlier, the state of each node israbted by the proportion of active
high and low priority nodes that are in the netwiorkhe previous time epoch. If either
class of traffic dominates the other, ML > NH or NH > NL, the traffic class with
more nodes is likely to cause the other classatwet Hence, if eithédH <RxN or NL

< RxN, whereR s a fixed threshold (8 R < 1), the nodes in the network enter the
SP mode; otherwise, the nodes enter the TP modevdlhe ofR used determines the
minimum proportion of TH slots that each classraffic should be allocated, and also
helps to prevent starvation, [13].

5.1 Notation and Basic Assumptions

In this section, the different notation and assuomst which used in this paper are
offered.

5.1.1 Notation

A Arrival time of a packet to a data band.
M Constant service rate of a data band.

Class-H: AlIB data bands are available for serving the packetggh priority class, so
it can be expressed Bs.
Class-L: All (B-BH) data bands are available for serving the packetevinpriority
class or no bands available at all, so it can Ipeessed aBL.
pL: The traffic rate (throughput) at the system.
Tc: Chip-time (time spacing between pulses).
Pe The expectation value of the BER which can beswmred as an approximate
estimate of the bit error probability.
CBR Constant bit rate (the form of a technique whishused for the purpose of
measuring the rate at which the encoding of tha gatkets takes place).
R: A fixed threshold used to determine the minimurmpportion of TH slots that each
class of traffic should be allocated.

5.1.2 Basic Assumptions

The model assumptions are summarized in what fatlow

Al. The network size is fixed & = 50 ad hoc nodes. Two classes of traffic, high
priority and low priority classes are generatethatad hoc nodes. The number of
nodes that generate low priority daML is increased from 1 to 50; the
corresponding number of nodes that generate highitgrdata NH=N -

NL is decreased from 50 to 1.

A2. As the Contention Windows of the two different ti@classedHcwin andLcwin
are disjoint within each MAC frame, high prioritpaes will be in idle state when
low priority nodes are transmitting, and vice versa

A3. Higher priority frames are always transmitted earthan lower priority frames,
[13].

A4. Each node in the network maintains two buffers (or queueg):data queue,
which stores data packets generated layd (ii) overhearing buffer, which stores
data packets belonging to another traffic classt, éine successfully overheard by
i, [13].
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A5. During each MAC frame, nodemay transmit a data packet from either its data

queue or overhearing buffer, depending on its cimeode in [13]:

1)Selfish ModeNodei will always transmit its own packet from the datsege
if the queue is not empty.

2) Selfless ModeNodei will always select a packet from the overhearinffdy
to transmit (if the buffer is not empty), insteddtransmitting from its own data
queue.

A6. A high priority node is always in selfish mode anill cooperatively retransmit
only when its data queue is empty. However, lowritsi node may be in either of
the two modes.

A7. The requested packets are mobile and independentdach other to form an ad
hoc network.

A8. Packets are transmitted in accordance of pulseshwtbaded on superframes to
exchange data over the ad hoc network.

A9. Since each superframe consistsFosequence frames, each of which in turn
consists ofTf /Tc chip-times as described earlier, each pulse triteshper one
Tc, [2].

A10. The duration of the superframéd2,200T¢ Tc= 60 nsea@nd the loaded pulses-
encoded bit, [2].

Al1l.In the transmission process, groups of packetseain accordance with CBR
plus Poisson process with the r&at2. and the service time is exponential with the
meanl/u.

Al12. Area of Network Z100mx100mmaximum range ¥m

Al13. A pulse collision occurs when two or more pulsedvarduring the saméc
period, in the same band. A bit is received in endien any of the pulses that
make up the bit collide or if it is corrupted duethermal noise.

Al4. All packets which collide will then initiate backfdimers, where they remain
for a random delay before returning to the reqsese. Also, a node with high
priority traffic may have longer back-off time thiwer priority ones.

A15. The overall simulation time is 30 million Tc.

Al6. Packets are served according to FCFS discipline.

Al7. The traffic rate for the system is given by A/Bu.

A18. High priority traffic (class-H) should achieve largaverage throughput than low
priority traffic (class-L).

A19. High priority traffic should have smaller averagdays than low priority traffic.

A20. Assume a requested sender has a collision on tleé/ee and on a data band at
the same time. Thus, the sender will enter the Bdickstate once time
according to receiver or band collision.

5.2 The Proposed Algorithm

1- Generate (50) random variables with uniform disttitm which define requested
senders.

2- Generate (50) random variables with uniform distitn for each sender which
has been obtained from step (1) that defines taegetvers.

3- Generate (25) random variables with uniform disttitm which defines data bands
that used for connection between sender and teggeiver.
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5-
6-

7

8-

9-

Try each request sender to connect with its coomedipg receiver over a data band

generated from step (3).

During step (4), collisions for each sender araiolet.

Count the number of collisions at senders whicactehe same target receiver and

divide it into three groups:

a. Senders that have two collisions at the same recew& receiver has two
frequencies.

b. Senders that have three collisions at the samevesce receiver has three
frequencies.

c. Senders that have four collisions or more atstirae receiver, a receiver has
four frequencies or more.

Using step (7-a) to solve this collision which beds to i group the following

technique is used:

a. For packet retries, the initial back-off has beents a randomly chosen value
between 0 and 5 superframes. After each retrymi@imum value increases
by 2, until it reaches a maximum of 15.

b. At each attempt, two numbers are generated randamlydenote the
superframe which is given bilax_of superframes=Ns+(x*LsjvhereNs= 1,
Ls=1 andx=1, 2 ...5as shown in Eq. (2). In addition, the time in whitie
packet will arrive to the beginning of the MAC qeeus given by,
Backoff_time=rand*Max_of_superframes

c. Each two packets will be grouped according to théval time generated
above in step (7-b).

d. Each group of packets will enter the MAC queue &diog to the list of
superframes that was obtained in step (7-b).

e. The packet is discarded if, after (15) attemptsode is unable to deliver it to
its intended neighbor.

For each solved packet from step (7), the followmgasures will be calculated:

» Waiting time (delay time).

* Arrival time.

» Service time.

Repeat step (7) with all subsections for the otivergroups in steps (6-b) and (6-

C) to be solved.

10- Count the number of collide bands which selectedoanly by the same requested

senders. Note that, in the event of a collisionréguested sender on the same data
band and the same receiver which has been resitdvedllision before, it will not

be enter the back-off state once again for the ssander (i.e., it will not punish
the sender and disable it twice).

11- Repeat steps from (7) to (9) for each band to soblision after splitting these

bands into three groups same as receivers in 8fep (

12- Count the number of free bands that used for cdiomebetween free senders and

valid target receivers to be in the first priofity transmission.

13- Count the number of solving receivers and bandBsm to be in the second

priority transmission.

14- Calculate the total number of transmitted packdthimvthe single and multiband

approaches which is given by
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Improvement = ((TMultiband — TsinglebgndlrMultiband ) * 100%. (12)
WhereTMultiband and Tsinglebandrepresented throughput rate with multiband
and single band approaches respectively.

15- Calculate the number of pulse collisions due toglsinband and multiband
approaches.

16- Calculate the traffic rate (throughput) with theltimand approach.

17- Calculate the average delay in bethgle and multiband approaches.

18- CalculateBER and the total number of pulse collisions which basn dropped
and lost with two approaches single and multiband.

19- Calculate the average number of data bands utilized

20- Calculate success probabilities for REQ and RACKsages for nodes randomly
selected.

21- Specify the mode at which an arriving packet wiitifthe queue as follows:
1) Selfish ModeWhen the data queue of nodé empty, it will then randomly

select a packet from its overhearing buffer tognait. KH or NL).
2) Selfless ModeWhen the overhearing buffer is empty, noddgll then transmit
its packet from the data queudL].

22- Calculate the traffic rate (throughput) with twaqgpity classes (H,L).

23- Calculate the delay performance achieved by twaripyiclasses (H,L).

24- Repeat steps from 7 to 23, until the overall simoitetime finished.

5.3 Simulation Results

The program was tested extensively for valueswfN, B,4, 1, R, CBR with 1<M
<50, 1<N <M, 1<B <24,)1=0.25, R=0.3 anq/= 0.28, CBR=0.04. Using Eqg. (11), the

total number of transmitted data packets for theatilon of the simulation with CBR
traffic is measured. As shown in Fig. 4, the nettbiroughput in terms of transmitted
packets is higher with the multiband scheme. Thepgsed protocol result is
approximately 33.32 percent, this result is littiferent from the one generated in [2],
this is because a significant increase generatdueae higher capacities. Hence, it can
support any number of simultaneous data transmmissés long as their request was
successful.

a0 m R -

20 - -- - S-S - - - - -

Performance Improvement %

[ 10 14 12 22 26 30 34 38 a4z a6 50
Humber of Modesin the Metwork

Fig.4. Performance improvement in terms of througtipr multiband.
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As shown in Fig. 5, the experiments are perfornedttain the benefits of
the scheme with high loads when the number of ugetee network is small, this
result is little different from the one generated[2]. In such cases, communicating
pairs can be allocated exclusive bands in the bant approach which give us much
larger packets for transmission due to small dolis generated. However, with single
band approach, throughput is much lower due teelagjisions.
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Fig.5. Throughput improvements with a small nundfeusers in the network.

As illustrated in Fig. 6, the throughput perforroanof the network when
single band and multiband are being used accotdifggh priority and low priority
data throughput. In Fig. (6-a), while the numbeia¥ priority nodesNL increases,
the number of high priority data packets that aeedp generated decreases in turn.
Hence that, the number of high priority data packdtat are received by the
superframe also decreases for both single andbaolii In Fig. (6-b), it can be seen
that the throughput satisfied by the low priorigtal increases with increasing NE,
since there is now more low priority data packetisidy generated in the network.
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Fig.6. Throughput performance with high piorityaat (a) and throughput
performance with low priority data in (b).
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As illustrated in Fig. 7, the average packet degaglotted as a function of the
number of nodes in the network with CBR traffic.ush these results are similar to
some extent from the ones generated in [2]. Therobd average packet delay in the
network is reported, with the multiband approachjs tdelay accounts for
retransmissions that may occur due to the failfitbe packet transfer due to the packet
being corrupted or collided with. the data transioiss are expected to be collision free
if the request is successful with the single band.
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Fig.7. Average packet delay. The single band ofdp®s.
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As illustrated in Fig. 8, the delay performances achieved by single band and
multiband with two data priorites. In Fig. (8-aetdelay incurred by the high priority
data using multiband approach is always smallen that incurred using single band
approach, according to cooperative retransmisseahniques used by single band.
Hence, these results in the extremely long delagisgbexperienced by the small
number of high priority data packets that are ia tetwork. In addition, Fig. (8-b)
illustrates the delay incurred by the low priornitgta class wheNL increases. Although
the cooperative retransmission mechanism in multdbapproach, where low priority
nodes give up their transmission opportunitiesetcansmit data for high priority nodes,
the delay incurred by nodes using multiband is gdM@wer than that using single
band.

As shown in Fig. 9, the total number of pulse sadins for each approach as a
function of the number of nodes in the networkattdition, the single band approach
is used for comparisons to compare the aatolision rates with the two schemes,
[2]. The proposed protocol decreases the numbgulsfe collisions by an order of
magnitude as compared with the single band apprdaata packets are transmitted
practically free of collisions with this protocagince they are exchanged on an
exclusively reserved data band. In contrast, indingle band case, packets suffer
frequent collisions due to overlaps between nodetSs.



PERFORMANCE ANALYSIS OF ULTR WIDEBAND MEDIA ... 1211
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Fig.8. Average packet delay with high priority datda) and average packet delay
with low priority data in (b)
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Fig.9. Number of pulse collisionshe single band scheme outperforms.
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As described in Fig. 10, the BER averaged ovetiservations from all the
nodes in the network as a function of the numbenaafes. It was concluded a much
higher than four times BER in the single band systas a result of collisions of data
packets.
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Fig.10. Bit error rate in the network. The singést scheme outperforms.

As shown in Fig. 11, using simulation and analy#i® average number of
occupied data bands as a function of the total munalb nodes is compared. Each
simulation value represents the sample mean froexpariment for 30 million chip
intervals. Thus, it was seen that simulation raesale very close to those computed
analytically for all the considered scenarios.

| B Sirmulation A natsis

Average Nurrber of Occupied Data Bands

10

18 26 34 42 45 S0
Total Mumber of Modes inthe Metwork (3

Fig.11. Comparison between simulations and analyi$isregards to the average
number of data bands utilized.

As illustrated in Fig. 12, the results that quantiie accuracy of the analytical
methodology are presented. First, the probabiligt ta REQ packet is successfully
received by its target node in class-H is compaFad. the simulation, the ratio is
measured between the total number of RACK messagat divided by the total
number of REQ messages sent during an experiment. the analysis,
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Prunique, |valid,, N, ,K, ]is calculated by multiplying Eq. (2) and Eq. (3&c8nd, the
probability that a RACK packet in class-H is sucfelty received is compared
because there is no data band collision. For thmilation, the ratio between the
number of successfully transmitted RACK messagesielil by the total number of
RACK messages during an experiment is measured. & analysis,
Prlprivate,, |unique,,valig , N, ,K ]is calculated using Eq. (4). The matching between

the results from the simulations and the analytoahputations validates the analysis.
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Fig.12. Comparison of success probabilities for REBEQ RACK messages between
simulation and analysis.

6. APPLICATIONS OF TWO PRIORITY CLASSES

In a mobile user environment where users move ¢han of the range of the system,
or move from region to region, fast moving usersymaed to experience shorter
delays than the regular ones. This may be necessamake packet transmission
possible while the user is still inside the regioisers that are close to the boundaries
of a region can be members of class-H. In a myliEvironment, permanent members
of class-Hcan be commanders, while any other user of theesystho has critical
information can move from classtb class-Htemporarily and return to his original
class after the critical information has been taitted successfully. In a non-military
static user environment members of classad be users who pay more for users who
carry control information which is critical for thaperation of a system that have high
priority and should reach their destination faskem the regular ones. High priority
packets can be those which are generated by hightpmusers, or can be packets that
are generated by any user of the system but thenattion that is carried is character-
ized as important and deserves high priority inraasmission, [5].

7. CONCLUSIONS

In this paper, the design of the protocol is mdtdaby the following factors:

1) In the absence of a complex equalizer, due ¢oeffects of the multipath delay
spread, the entire UWB spectrum cannot be effilyiarttlized by a single band
approach.

2) Arbitration methods based on the use of THS&es@ifom inefficiencies due to
collisions or large delays.
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3) The use of a multiband approach provides anrémteflexibility in operation to
coexist with other wireless networks.
In addition, the results with extremely high loaa® not being represented.

This is because, under these conditions, therebsild very high rate of collisions in
the requested band in both the multiband and sibglel systems. As a result, the
throughput is driven to very low values. The sintiolas were performed to satisfy that
the protocol achieves high throughput and much folatencies as compared to a
single band approach. In particular, all nodes tisat multiband for transmission data
over ad hoc network with high priority class havachm higher throughput than the
others in the low priority class using single baAtso, the delay incurred by the high
priority data using multiband is always smallerrthihat illustrated using single band
approach, according to retransmission techniques by single band approach. In
addition, the average packet delay of high priodata results are less than those
obtained from the average delay as a function efnilimber of nodes in the network
with CBR traffic. Finally, the multiband approachdonjoint with the UWB physical
layer and takes into account the regulations imghbgethe FCC.
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