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ABSTRACT:  
In this paper, circular, hexagonal and Octagonal array geometries for smart 

antenna applications are compared. Uniform circular (UCA), uniform 
hexagonal (UHA) and uniform Octagonal arrays (UOA) with 24 half-wave 
dipole elements are examined. An efficient global hybrid optimization method 
is proposed combining the Central Force Optimization (CFO) as a global 
optimizer and Hillclimbing (HC) algorithm as a local optimizer. After the final 
global iteration, a local optimization can be followed to further improve the 
solution obtained from the CFO. The CFO-HC algorithm is used to optimize 
the complex excitations, amplitudes and phases, of the adaptive arrays elements 
for beamforming, the CFO-HC algorithm was implemented using MATLAB-
software and linked to the CST simulator to simulate the adaptive arrays. 
Index Terms- Uniform circular arrays (UCA), Uniform hexagonal arrays 
(UHA), Uniform octagonal arrays (UOA), Hybrid CFO-HC algorithm. 
 

1. INTRODUCTION 

Smart antennas refer to a group of antenna technologies that increase communication 
systems capacity by reducing the co-channel interference and increase the quality by 
reducing the fading effects [1]. A smart antenna array containing M identical elements 
can steer a directional beam to maximize signals of interest (SOI), while nullifying the 
signals from other directions, signals not of interest (SNOI) [2]. The array geometries 
that have been studied include mainly uniform linear arrays (ULA), uniform 
rectangular (URA), and uniform circular arrays (UCA). A ULA has excellent 
directivity and it can form the narrowest main-lobe in a given direction, but it does not 
work equally well in all azimuthal directions. A major disadvantage of the URA is that 
an additional major lobe of the same intensity appears on the opposite side. An obvious 
advantage results from the symmetry of the circular array structure. Since a circular 
array does not have edge elements, directional patterns synthesized with a circular 
array can be electronically rotated in the plane of the array without a significant change 
of the beam shape [3]. Concerning the two geometries, the URA and the planar 
uniform circular array (PUCA) with similar areas, slightly greater directivity was 
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obtained with the use of the PUCA [4]. A circular array produces radiation pattern high 
side-lobe geometry. If the distance between the array elements is decreased to reduce 
the sidelobes, the mutual coupling influence becomes more significant. For mitigating 
high side-lobe levels multi-ring arrays are utilized. Furthermore, a hexagonal array is 
presented for smart antenna applications to overcome the problem of high side-lobes 
[5]. A structure consisting of six circular patches non-uniformly distributed along the 
perimeter of an antenna array and one antenna in the center has been previously 
examined and compared with a circular structure [6]. It was found that it was possible 
to configure the array to obtain directional patterns with high gain and directivity for 
circular and hexagonal arrays. Also, best steerablity was obtained using a uniform 
array of seven patch antennas, configured as a hexagon with a central element [6]. 

The techniques of placing nulls in the antenna patterns to suppress interference and 
maximizing their gain in the desired direction have  received considerable attention in 
the past and are still of great interest using evolutionary algorithms such as genetic 
algorithms (GA) [7,8] or the sequential quadratic programming (SQP) algorithm [2]. It 
is recognized that the Particle Swarm Optimization PSO algorithm is a practical and 
powerful optimization tool for a variety of electromagnetic and antenna design 
problems [9–14]. Compared with other evolutionary algorithms such as the GA and 
simulated annealing (SA), the PSO algorithm is much easier to understand and 
implement and requires minimum mathematical processing. In recent years, various 
versions of the PSO algorithm have been successfully used in linear [15, 16] and 
circular antenna array synthesis problems [17, 18].  

Many of the attempts on antenna array synthesis assume that the elements of the 
array are represented by isotropic point sensors isolated from each other or the element 
pattern may be modeled by a cosine function. However, in practice, the elements of 
antenna arrays have finite physical dimensions and specific radiation characteristics. 
Since most of the beamforming algorithms ignore the effects of mutual coupling, the 
predicted system performances may not be accurate, especially in closely spaced 
antenna elements. Therefore, to evaluate accurately the resulting system performance 
of practical antenna arrays, the electromagnetic influence among the elements must be 
carefully considered. More recently, much attention has been paid to the effects of 
mutual coupling [19–22]. 

The methods of beam pattern synthesis generally based on controlling the complex 
weights (the amplitude and phase), the excitation amplitude only, the phase only, and 
the element position only have been extensively considered in the literature [2, 7, 14, 
23]. The most important method is based on controlling the complex weights. This 
technique fully exploits the degrees of freedom for the solution space. Furthermore, the 
sidelobe level (SLL) and the main beam characteristics can be controlled. On the other 
hand, it is also the most expensive technique considering the cost of both a phase 
shifter and a variable attenuator for each array element. Furthermore, when the number 
of elements in the antenna array increases, the computational time to find the values of 
element amplitudes and phases will also increase. There are a trade-off between the 
quality of the constrained pattern and the complexity of the electronic control. The 
antenna system is analyzed completely using option in program Computer Simulation 
Technology (CST Microwave Studio) software, which is linked to the CFO-HC 
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algorithm programmed using MATLAB-software to optimize the antenna system 
parameters. Interchanging information between CST Microwave studio and Matlab 
allows the implementation optimization algorithms are not included in the Microwave 
studio environment itself. 

In this paper, the CFO-HC is used to optimize the weights of phase shift and 
amplitude of the excitation of each element of the array for beamforming synthesis. 
The CFO-HC algorithm program was implemented using MATLAB-software and 
linked to CST Microwave Studio to simulate the antenna arrays. A comparative study 
of several different array geometries using 24 half-wave dipole elements in free space 
is also included. 

 

2. A hybrid CFO-HC Algorithm 

Generally, the hybrid method combining two algorithms is considered for the global 
optimization of multi-optimum functions. To localize a “promising area”, likely to 
contain a global optimum, it is necessary to well “explore” the whole search domain. 
When a promising area is detected, the appropriate tools must be used to “exploit” this 
area and obtain the optimum as accurately and quickly as possible. Both tasks are 
hardly performed through only one method. Therefore, the global metaheuristic CFO is 
used to localize the “best” areas and Hillclimbing as a local search method to refine the 
results [24].  

The CFO algorithm finds the optima of an objective function  by flying 
a set of probes through the decision space (DS) along trajectories computed using the 
gravitational analogy. In an Nd-dimensional real valued decision space, each probe p 

with position vector   experiences acceleration  at the discrete time 

step (j - 1) given by: 

      (1) 

where Np is the total number of probes; p = 1,..., Np is the probe number; j = 0,..., Nt 

is the time step; G is the gravitational constant;  is the position vector of probe p 

at step j -1;   is the fitness value at probe p at time step j - 1; U() is 

the Unit Step function; and β, α are the CFO exponents [25-28]. 
CFO mass is defined as the difference of fitnesses raised to the power a multiplied by 

the Unit Step function. It should be emphasized that CFO mass is not the value of the 
objective function itself. The Unit Step U() is essential because it creates positive mass, 
thus insuring that CFO’s gravity is attractive. Each probe’s position vector at step j is 
updated according to the following equation: 

j ≥ 1                                                                        (2) 

∆t is the time step increment (unity in this paper). CFO starts with a user-specified 
initial probes positions and accelerations distributions. The initial acceleration vectors 
are usually set to zero. 

However, the probes may fly outside the decision space and in this case it should be 
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returned or replaced with other probes inside DS. There are many possible probe 
retrieval methods. A useful one is the reposition factor Frep, which plays an important 
role in CFO’s convergence [26]. 

If the probe    falls below  then it is assigned to be: 

                                                   (3) 

But, if the probe    is greater than  then: 

                                                  (4) 

where,  and  are the minimum and maximum values of the ith spatial 
dimension corresponding to the optimization problem constraints. In general, the range 
of Frep is set from 0 to 1, or it may be variable [28]. In this paper the reposition factor is 
set to be 0.05 according the number of iteration. After every kth step the DS size is 
adaptively reduced around the probe's location with the best fitness, Rbest where the 
DS's boundary coordinates will be reduced by one-half coordinate-by-coordinate basis 
[29]. Thus, 

                                                             (5) 

                                                            (6) 

The obtained probes position will be considered to calculate the new fitnesses and 
the accelerations. These steps will be repeated till the last time step Nt. Now the global 
optima using CFO deterministic algorithm is completed; the Hillclimbing (HC) local 
optimization technique is followed to fine optimize the results. The HC method thus 
falls in the general class of direct search methods.  It is an iterative algorithm that starts 
with an arbitrary solution to a problem, then attempts to find a better solution 
by incrementally changing a single element of the solution. If the change produces a 
better solution, an incremental change is made to the new solution. Then repeating the 
steps until no further improvements can be found [30], Figure 1 shows flowchart for 
the main steps of the hybrid CFO-HC algorithm. 

The CFO-HC algorithm programmed using MATLAB is interfaced with the standard 
software CST Microwave Studio to accomplish the antenna designs. Using MATLAB 
to control the CST Microwave Studio solver creates a powerful tool for design, 
analysis, and control. The antenna is analyzed completely using CST Microwave 
Studio, then the CST program is linked with the CFO-HC algorithm using MATLAB-
program to optimize the antenna. Interchanging information between CST Microwave 
studio and Matlab allows the implementation of mathematical or optimization 
algorithms and graphical possibilities which are not included in the Microwave studio 
environment itself. The approach developed here is very flexible and utilizes the 
inherent capability of Microwave studio to execute Visual Basic for Applications 
(VBA) programs. The general idea of this method is that Matlab and  
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Figure 1. Flowchart showing the main steps of the hybrid CFO-HC algorithm 
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Figure 2. Flowchart showing the main steps to link the MATLAB with the CST 
simulator. 

 

Microwave studio can interchange information using external text files, which can be 
read and written by both programs [31]. Figure 2 shown flowchart for the main steps to 
link the MATLAB with the CST simulator. 

 

3. OBJECTIVE FUNCTION 

The objective function provides the interface between the physical problem 
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and the optimization algorithm. In general this could be the antenna gain, 
directivity, SLL, peak cross-polarization, and weight, or some kind of weighted 
sum of all these factors.   So the quality of an antenna beamforming is 
expressed mathematically by an objective function. The following objective 
function rewards the antenna array for maximizing the output power toward the 
desired signal at φi and minimizing the total output power in the direction of the 
interfering signals at φj.  

Objective function =  

where G is the antenna array gain and the constants ai and bj are the weights that 
control the contribution from each term to the overall objective function. The constant 
N represents the number of desired users, and M represents the number of interferers. 
In our analysis, we take N = 1 and M = 2. The weights ai and bj are considered to be (a1 
= 20), (b1 = 1), and (b2 = 1) to give a higher priority to maximizing the output power 
toward the desired signal while minimizing the total output power in the direction of 
the interfering signals. 

 

4. ARRAY GEOMETRIES 

The circular, hexagonal and octagonal arrays using half-wave dipole elements are 
presented and compared with each other. The first considered array is a UCA, the 
geometry of the array is shown in Figure 3a. The geometry consists of 24 elements 
uniformly distributed with a ring of a radius r = (12/2π) λ. The second array is a UHA 
of hexagonal geometry consists of 24 elements array with a radius r = (12/2π) λ as 
shown in Figure 3b. The third type of arrays is a UOA, it consists of 24 elements array 
with a radius r = (12/2π) λ as shown in Figure 3c.  The antenna elements in all cases 
consist of vertical (z- directed) half-wave dipole elements equally spaced in the x-y 
plane along a closed ring, where the distance between adjacent elements is dc = 0.5 λ 
and the dipole wire radius is a = 0.003369 λ. 

 

4.1. EQUALLY AMPLITUDE AND PHASE EXCITATION 

To illustrate the difference between circular, hexagonal and octagonal arrays 
geometries, the normalized radiation pattern for each case is plotted first, assuming all 
elements are excited with the same amplitude equal 1 and phase equal 0. Figure 4 
shows the normalized radiation pattern for the UCA. Figure 5 presents the normalized 
radiation pattern for the UHA and Figure 6 illustrates the normalized radiation pattern 
for the UOA. It can be observed from these plots that, the circular arrangement can 
give better steerablity and higher gain characteristics than the hexagonal and octagonal 
arrangements for uniform arrays. 

 

4.2. BEAMFORMING OF SMART ANTENNA ARRAYS 

Now, as an example of adaptive beamforming with all arrays geometries, we 
considered the desired user at ϕ = 180◦ while the other two users are at ϕ = 60◦ and ϕ = 
270◦, which are considered as interferers. Figure 7, 8, 9 shows the resulting normalized 
gain pattern for the UCA, UHA, and UOA respectively using half-wave dipole 
elements. A comparison between  
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Figure 3a.    Circular array geometries 

  
Figure 3b.   Hexagonal array geometries Figure 3c.   Octagonal array geometries 

Figure 3. The array geometries 
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(a) Top View (b) side view 

 
 

 (c) 3-D (d) Polar plot at xy-Plane 

Figure 4. Normalized radiation pattern for the circular array 
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(a) Top View (b) side view 

 
 

 (c) 3-D (d) Polar plot at xy-Plane 

Figure 5. Normalized radiation pattern for the hexagonal array 
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(a) Top View (b) side view 

 
 

 (c) 3-D (d) Polar plot at xy-Plane 
Figure 6. Normalized radiation pattern for the octagonal array 

 

the resulting normalized gain pattern for the UCA, UHA and UOA using half-wave 
dipole elements is presented in Figure 10. 

The CFO-HC algorithm shows good performance in directing the maximum gain 
towards the direction of the SOI while placing deep nulls towards the angles of SNOIs 
even when the mutual coupling between elements is fully taken into account. The 
CFO-HC algorithm with 20 probe size and 50 time steps. It required about 13 minutes 
on a desktop (Dual Core Intel (tm) Processor of 3.2 GHz) to get the result. This time 
can be reduced very significantly by calculating the Z-matrix of the antenna array, 
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which takes most of the time, only once and calling it when needed instead of 
calculating it each time (100 * 200). For example, the time required is only 24 sec 
when the same array is implemented using isotropic elements (where the Z-matrix 
calculation is not required). Also, it is not necessary to wait until the end of all 
iterations; the program can be ended when acceptable results are obtained. For 
beamforming synthesis, the amplitude was allowed to vary between 1.0 and 3.0 and the 
phase is allowed to vary between –π and π. 

The required amplitude and phase excitations of each element to obtain the 
beampatterns in Figures 7, 8 and 9 as will as the directivity comparison between the 
different types of array are shown in Table 1. It is noted that, the hexagonal array 
geometries achieves slightly deeper nulls towards the angles of interfering signals with 
an increase in gain around 1.86 dB compared with the circular array geometries and 
increase in gain around 0.75 dB compared with the octagonal array geometries. Also, 
as a comparison between circular,  hexagonal and octagonal array geometries, it is 
noted that the area of the circular array is (3.14r2) but for hexagonal array geometry the 
area is (2.16r2), while the octagonal array geometry the area is (2.83r2), thus the area 
hexagonal array is less than those circular array and octagonal array. 

 

  
Figure 7. Normalized gain pattern for the circular array 
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Figure 8. Normalized gain pattern for the hexagonal array 

Figure 9. Normalized gain pattern for the octagonal array 
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Figure 10. Comparison of the normalized gain pattern for Circular, Hexagonal and 

Octagonal arrays. 
 
 

Table  1.     Amplitude and phase excitation for each element and directivity 

comparison for different array types. 

Element No. 
 

Circular Arrays Hexagonal Arrays Octagonal Arrays 

1 o74.500.3 ∠  o8.14265.2 −∠  o162.766.1 ∠  

2 o90.3-98.2 ∠  o4.7800.3 ∠  o35.803.2 ∠  

3 o54.299.2 ∠  o9.5500.3 ∠  o6.12254.2 −∠  

4 o81.769.1 −∠  o156.300.3 ∠  o5.1962.1 ∠  

5 o17.43-44.2 ∠  o114.800.3 ∠  o3.11800.3 ∠  

6 o1.17091.2 ∠  o39.2-00.3 ∠  o132.700.3 ∠  

7 o180.000.3 ∠  o94.5-62.1 ∠  o6.8100.3 −∠  

8 o67.5-00.3 ∠  o22.609.2 ∠  o78.100.3 ∠  

9 o45.200.3 ∠  o2.16717.1 ∠  o8.6-00.3 ∠  
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10 o76.089.2 ∠  o3.44134.2 ∠  o99.1-93.2 ∠  

11 o132.697.2 ∠  o9.17193.2 ∠  o3.6472.1 ∠  

12 o49.800.1 ∠  o81.691.2 ∠  o137.815.1 ∠  

13 o10.7-15.2 ∠  o126.485.1 ∠  o45.233.2 ∠  

14 o65.3-29.1 ∠  o5.7-24.1 ∠  o34.761.2 ∠  

15 o161.200.3 ∠  o100.327.2 ∠  o12.698.2 ∠  

16 o18.600.3 ∠  o14.9-92.2 ∠  o150.4-00.3 ∠  

17 o180.083.2 ∠  o8.16148.2 −∠  o9.14384.1 ∠  

18 o103.695.2 ∠  o4.17700.3 ∠  o7.2069.2 ∠  

19 o83.436.1 ∠  o1.2300.3 ∠  o2.7125.1 ∠  

20 o48.505.2 ∠  o129.3-13.2 ∠  o114.1-03.1 ∠  

21 o30.7-96.1 ∠  o178.295.1 ∠  o109.577.2 ∠  

22 o36.858.1 ∠  o44.936.1 ∠  o4.4600.3 ∠  

23 o26.2-00.3 ∠  o1.6800.3 −∠  o57.0-92.2 ∠  

24 o135.100.3 ∠  o56.317.1 ∠  o6.13289.2 ∠  

Directivity 8.52 dB 6.63 dB 7.38 dB 
 

5. CONCLUSION 

In this paper, smart adaptive arrays such as Uniform circular arrays UCA, Uniform 
hexagonal arrays UHA and Uniform octagonal arrays UOA are considered. Each array 
consists of number of center-fed half-wave dipoles. The mutual coupling effects 
between the array elements are fully taken into account. By integrating the Central 
Force optimization (CFO) algorithm with the Hillclimbing (HC), the amplitudes and 
phases of the antennas are calculated for certain conditions. The comparison between 
circular, hexagonal, and octagonal array shows that hexagonal array geometry give 
slightly deeper nulls, a higher gain by approximately 1.89 dB and 0.75 dB, with respect 
to circular and Octagonal arrays. Moreover smaller overall size, with the same 
beamwidth as compared with these of the circular and octagonal array geometries.  
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 تصميم أنظمة الهوائيات الذكية على شكل مصفوفات دائرية و سداسية 

خوارزميات مركز القوى المهجنة باستخدامو ثمانية   
 

فى هذا البحث تم عرض الخوارزميات الحديثة التى تسمى بمركز القوى وطرق التهجين بينها وبين الخوارزميات 

ة فى المحطة الاساسية ودراسة قدراتها على تشكيل الشعاع المحلية وتم تطبيقها على تصميم مصفوفة هوائيات ذكي

مع الاخذ فى الاعتبار التأثير المتبادل وتم حساب تغذية المصفوفة على أن تكون أقرب ما يكون للمثالية ولكى 

نوضح كفاءة هذة الطريقة لتوجية الاشارات فى الاتجاة المطلوب وتقليلها فى اتجاة الاشارات المتداخلة بواسطة 

: ثلاث أنوع من المصفوفات تم أخذهما فى الاعتبار هناك، التحكم فى التغذية المركبة لكل عنصر فى المصفوفة

مصفوفة دائرية منتظمة وسداسية منتظمة وثمانية منتظمة بغرض التقليل من المساحة المطلوبة للمصفوفة وتقليل 

سداسية تعطى عمق أضمحلالى أكبر فى اتجاة ولقد وجد أن الشكل الهندسى للمصفوفة ال. مستوى الفص الجانبى

الاشارات الغير مرغوب فيها وكسب أكبر ومستوى فص جانبى أقل ومساحة أصغر وذلك بنفس عرض الشعاع 

  .كما فى أشكال المصفوفة الدائرية والثمانية

 


