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ABSTRACT:

In this paper, circular, hexagonal and Octagon@yageometries for smart
antenna applications are compared. Uniform circu(CA), uniform
hexagonal (UHA) and uniform Octagonal arrays (UQGwi}h 24 half-wave
dipole elements are examined. An efficient globdirid optimization method
is proposed combining the Central Force Optimizat{€FO) as a global
optimizer and Hillclimbing (HC) algorithm as a ldagptimizer. After the final
global iteration, a local optimization can be folled to further improve the
solution obtained from the CFO. The CFO-HC algaonitts used to optimize
the complex excitations, amplitudes and phaseheofdaptive arrays elements
for beamforming, the CFO-HC algorithm was impleneehtising MATLAB-
software and linked to the CST simulator to sineithe adaptive arrays.
Index Terms- Uniform circular arrays (UCA), Uniform hexagonatrays
(UHA), Uniform octagonal arrays (UOA), Hybrid CFOcHalgorithm.

1. INTRODUCTION

Smart antennas refer to a group of antenna tecieslthat increase communication
systems capacity by reducing the co-channel imenfee and increase the quality by
reducing the fading effecfd]. A smart antenna array containing M identical elata
can steer a directional beam to maximize signalatefest (SOI), while nullifying the
signals from other directions, signals not of iagtr(SNOI)[2]. The array geometries
that have been studied include mainly uniform Imearays (ULA), uniform
rectangular (URA), and uniform circular arrays (UCAA ULA has excellent
directivity and it can form the narrowest main-ldbea given direction, but it does not
work equally well in all azimuthal directions. A joadisadvantage of the URA is that
an additional major lobe of the same intensity appen the opposite side. An obvious
advantage results from the symmetry of the circataay structure. Since a circular
array does not have edge elements, directionaérpattsynthesized with a circular
array can be electronically rotated in the planghefarray without a significant change
of the beam shapg]. Concerning the two geometries, the URA and trengn
uniform circular array (PUCA) with similar areadigbtly greater directivity was
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obtained with the use of the PUQA. A circular array produces radiation pattern high
side-lobe geometry. If the distance between thayaetements is decreased to reduce
the sidelobes, the mutual coupling influence bemere significant. For mitigating
high side-lobe levels multi-ring arrays are utiizé-urthermore, a hexagonal array is
presented for smart antenna applications to ovescthr@ problem of high side-lobes
[5]. A structure consisting of six circular patchesiumiformly distributed along the
perimeter of an antenna array and one antennaeincéimter has been previously
examined and compared with a circular struci@ielt was found that it was possible
to configure the array to obtain directional patsewith high gain and directivity for
circular and hexagonal arrays. Also, best stedyalblas obtained using a uniform
array of seven patch antennas, configured as aybexaith a central elemefd].

The techniques of placing nulls in the antennaepastto suppress interference and
maximizing their gain in the desired direction haxeceived considerable attention in
the past and are still of great interest using @wiahary algorithms such as genetic
algorithms (GA)[7,8] or the sequential quadratic programming (SQP)rétgu [2]. It
is recognized that the Particle Swarm OptimizalRB80O algorithm is a practical and
powerful optimization tool for a variety of eleatnagnetic and antenna design
problems[9-14]. Compared with other evolutionary algorithms sashthe GA and
simulated annealing (SA), the PSO algorithm is meeisier to understand and
implement and requires minimum mathematical prdngssn recent years, various
versions of the PSO algorithm have been succegsfigkéd in lineafl5, 16] and
circular antenna array synthesis probléing 18]

Many of the attempts on antenna array synthesisnasghat the elements of the
array are represented by isotropic point sensotated from each other or the element
pattern may be modeled by a cosine function. Howawepractice, the elements of
antenna arrays have finite physical dimensions spetific radiation characteristics.
Since most of the beamforming algorithms ignoredfiects of mutual coupling, the
predicted system performances may not be accuesigecially in closely spaced
antenna elements. Therefore, to evaluate accurtttelyesulting system performance
of practical antenna arrays, the electromagnetiocence among the elements must be
carefully considered. More recently, much attenti@s been paid to the effects of
mutual coupling19-22]

The methods of beam pattern synthesis generallgdbas controlling the complex
weights (the amplitude and phase), the excitatiapliéude only, the phase only, and
the element position only have been extensivelysidamed in the literaturg, 7, 14,
23]. The most important method is based on controltimg complex weights. This
technique fully exploits the degrees of freedomtfiar solution space. Furthermore, the
sidelobe level (SLL) and the main beam charactesistan be controlled. On the other
hand, it is also the most expensive technique densig the cost of both a phase
shifter and a variable attenuator for each arrayneht. Furthermore, when the number
of elements in the antenna array increases, th@utational time to find the values of
element amplitudes and phases will also increaBereTare a trade-off between the
quality of the constrained pattern and the compjeaf the electronic control. The
antenna system is analyzed completely using oftiggrogram Computer Simulation
Technology (CST Microwave Studio) software, which linked to the CFO-HC
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algorithm programmed using MATLAB-software to opitie the antenna system
parameters. Interchanging information between CSé&rdwave studio and Matlab
allows the implementation optimization algorithme aot included in the Microwave
studio environment itself.

In this paper, the CFO-HC is used to optimize theights of phase shift and
amplitude of the excitation of each element of dnety for beamforming synthesis.
The CFO-HC algorithm program was implemented udi§TLAB-software and
linked to CST Microwave Studio to simulate the ani® arrays. A comparative study
of several different array geometries using 24-hafe dipole elements in free space
is also included.

2. A hybrid CFO-HC Algorithm

Generally, the hybrid method combining two algarithis considered for the global
optimization of multi-optimum functions. To locadiza “promising area”, likely to
contain a global optimum, it is necessary to welglore” the whole search domain.
When a promising area is detected, the appropoate must be used to “exploit” this
area and obtain the optimum as accurately and lguak possible. Both tasks are
hardly performed through only one method. Thereftire global metaheuristic CFO is
used to localize the “best” areas and Hillclimbawga local search method to refine the
results[24].

The CFO algorithm finds the optima of an objecfwection f(x; ... ., xy, ) by flying
a set of probes through the decision space (D$)di@jectories computed using the
gravitational analogy. In anMlimensional real valued decision space, each ppobe

=
with position vectoer_1 € RNa experiences acceleraticﬁT_ , at the discrete time
step (j - 1) given by:

AP p K _ \P K _ e ) (R, -RP.,)
A, GZLPU(M MP, ) (MK, - MP) EE N
j—1

where N is the total numberfgrobes; p = 1,..., N, is the probe number; j = 0,..., N;
—
is the time step; G is the gravitational constal'&ij%;l is the position vector of probe p

at step j t; Mjp_l =f (R?_l) is the fitness value at probe p at time step;jU() is

the Unit Step function; angl a are the CFO exponeritz5-28].

CFO mass is defined as the difference of fithesgsiesed to the power a multiplied by
the Unit Step function. It should be emphasized @0 mass is not the value of the
objective function itself. The Unit Step U() is eatial because it creates positive mass,
thus insuring that CFO’s gravity is attractive. Egrobe’s position vector at step j is
updated according to the following equation:

RE—RP +-A At%z1 2)
2

At is the time step increment (unity in this pap€@frO starts with a user-specified
initial probes positions and accelerations distidns. The initial acceleration vectors
are usually set to zero.

However, the probes may fly outside the decisiacspand in this case it should be
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returned or replaced with other probes inside DBer@& are many possible probe
retrieval methods. A useful one is the repositiactdr R, which plays an important
role in CFQO’s convergendgo].

If the probe Rf (1) falls belowR™™ then it is assigned to be:

—}p . . . —}p . .

RP(i) = R™® +F,, [R2, () — R 3)
But, if the probeRfI (1) is greater thaR™** then:

Bl max max BP :

RP(i) = RP™ — F,q, [RP> — R, ()] 4)(

where, R§™™ and R{*** are the minimum and maximum values of the ithiapat
dimension corresponding to the optimization probt@mnstraints. In general, the range
of Fepis set from O to 1, or it may be varialphs]. In this paper the reposition factor is
set to be 0.05 according the number of iteratiofterevery K step the DS size is
adaptively reduced around the probe's location With best fitness, /& where the
DS's boundary coordinates will be reduced by onfdwmrdinate-by-coordinate basis
[29]. Thus,

1

RP™ = RP™ + (Rpest — RF™) ©
- 1
RP* = RP* — 2 (RT™ — Rest) ©

The obtained probes position will be considereddlzulate the new fithesses and
the accelerations. These steps will be repeatédtigillast time step lNNow the global
optima using CFO deterministic algorithm is comgtketthe Hillclimbing (HC) local
optimization technique is followed to fine optimiee results. The HC method thus
falls in the general class of direct search methddis an iterative algorithm that starts
with an arbitrary solution to a problem, then agésnto find a better solution
by incrementally changing a single element of thlit®on. If the change produces a
better solution, an incremental change is madeamew solution. Then repeating the
steps until no further improvements can be fol8t@, Figure 1 shows flowchart for
the main steps of the hybrid CFO-HC algorithm.

The CFO-HC algorithm programmed using MATLAB isdrfaced with the standard
software CST Microwave Studio to accomplish thesané designs. Using MATLAB
to control the CST Microwave Studio solver creategpowerful tool for design,
analysis, and control. The antenna is analyzed twieip using CST Microwave
Studio, then the CST program is linked with the GHFO algorithm using MATLAB-
program to optimize the antenna. Interchangingrmédgion between CST Microwave
studio and Matlab allows the implementation of reathtical or optimization
algorithms and graphical possibilities which ar¢ included in the Microwave studio
environment itself. The approach developed hergely flexible and utilizes the
inherent capability of Microwave studio to execitesual Basic for Applications
(VBA) programs. The general idea of this methothé Matlab and
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Determine Optimization Parameters
Nd! NP! Nt ] G!ay By Frep
&
Decision Spaﬂ(DS) Boundaries

Initialize
Position VectoiR&
AcceleratiorA

Formulate the Problem
&
Evaluate Initial Fithess

Select the %est Porbe Fitn

Shrink DS around
Best Porbe Using
Eags. (5).(6)

Call CFO Algorithm
Starting With the Porbe
Position that givéMux (0, })

Update the Porbe Acceleration and
Position Using Egs. (1),(2)

Retrieve Errant Porbe
Using Egs. (3),(9

Formulate the
problem and Evaluate
FitnessM (p, j)

Update Fitness Matrix In the calse(p, j)
> Best Fitness Best FitnessvE(p , j)

—

Final Solution = the Plbe Position of the Global Best Fitn

Figure 1. Flowchart showing the main steps of Wiarid CFO-HC algorithm
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MATLAB
Implement the CFO-HC algorith
to create the design variables and
write them to text file then
Run VBA program

Y
VBA Program
Reads the variables from text fil
and wite it to MWS file
interfaces to MWS

\ 4
4 MWS h
Simulate the antenna array and
performs the gain pattern
computations then ite the data ti

\_ a file )

v

4 N\

VBA Program
Saves everything

Y

MATLAB
Reads the file which
contains the fitness

Iteration = iteray
Yes

Figure 2. Flowchart showing the main steps to tmk MATLAB with the CST
simulator.

Microwave studio can interchange information usentgrnal text files, which can be
read and written by both prografid]. Figure 2 shown flowchart for the main steps to
link the MATLAB with the CST simulator.

3. OBJECTIVE FUNCTION

The objective function provides the interface betwehe physical problem
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and the optimization algorithm. In general this Idobe the antenna gain,
directivity, SLL, peak cross-polarization, and waigor some kind of weighted
sum of all these factors. So the quality of aneama beamforming is
expressed mathematically by an objective functibie following objective
function rewards the antenna array for maximizimg dutput power toward the
desired signal at; and minimizing the total output power in the direc of the
interfering signals a;.

Objectivefunction= ¥ ¥ . a,G(p,) — Z;H: ) f’jG(@j)

whereG is the antenna array gain and the constangdb; are the weights that
control the contribution from each term to the @leobjective function. The constant
N represents the number of desired users, and kgepts the number of interferers.
In our analysis, we take N = 1 and M = 2. The wesghandb; are considered to bey(
= 20), b, = 1), and 6, = 1) to give a higher priority to maximizing thetput power
toward the desired signal while minimizing the taiatput power in the direction of
the interfering signals.

4. ARRAY GEOMETRIES

The circular, hexagonal and octagonal arrays ubalfwave dipole elements are
presented and compared with each other. The fossidered array is a UCA, the
geometry of the array is shown in Figure 3a. Thenggry consists of 24 elements
uniformly distributed with a ring of a radius r £2/2t) A. The second array is a UHA
of hexagonal geometry consists of 24 elements amitly a radius r = (1242 A as
shown in Figure 3b. The third type of arrays is@A) it consists of 24 elements array
with a radius r = (1242 A as shown in Figure 3c. The antenna elementd itaaés
consist of vertical (z- directed) half-wave dip@kments equally spaced in the x-y
plane along a closed ring, where the distance letvaeljacent elements is & 0.5%
and the dipole wire radius &= 0.003369..

4.1. EQUALLY AMPLITUDE AND PHASE EXCITATION

To illustrate the difference between circular, lgo@al and octagonal arrays
geometries, the normalized radiation pattern fahezase is plotted first, assuming all
elements are excited with the same amplitude etjuahd phase equal 0. Figure 4
shows the normalized radiation pattern for the UE#yure 5 presents the normalized
radiation pattern for the UHA and Figure 6 illusésithe normalized radiation pattern
for the UOA. It can be observed from these plott,tthe circular arrangement can
give better steerablity and higher gain charadtesithan the hexagonal and octagonal
arrangements for uniform arrays.

4.2. BEAMFORMING OF SMART ANTENNA ARRAYS

Now, as an example of adaptive beamforming with aaliays geometries, we
considered the desired usepat 180 while the other two users aredat 60 and¢ =
270, which are considered as interferers. Figure 3,$)ows the resulting normalized
gain pattern for the UCA, UHA, and UOA respectivalging half-wave dipole
elements. A comparison between
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Figure 3b. Hexagonal array geometries Figure 3c. Octagonal array geometries

Figure 3. The array geometries



(a) Top View (b) side view
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Figure 4. Normalized radiation pattern for the wiac array
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(a) Top View (b) side view

270
(c) 3-D (d) Polar plot at xy-Plane

Figure 5. Normalized radiation pattern for the hgoteal array
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(b) side view

270
(c)3-D (d) Polar plot at xy-Plane
Figure 6. Normalized radiation pattern for the gotaal array

the resulting normalized gain pattern for the UCAA and UOA using half-wave
dipole elements is presented in Figure 10.

The CFO-HC algorithm shows good performance inatiing the maximum gain
towards the direction of the SOI while placing deeitis towards the angles of SNOIs
even when the mutual coupling between elementsilig faken into account. The
CFO-HC algorithm with 20 probe size and 50 timgstdt required about 13 minutes
on a desktop (Dual Core Intel (tm) Processor of @) to get the result. This time
can be reduced very significantly by calculating #rmatrix of the antenna array,
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which takes most of the time, only once and callihgvhen needed instead of
calculating it each time (100 * 200). For examglee time required is only 24 sec
when the same array is implemented using isotrefgments (where the Z-matrix
calculation is not required). Also, it is not nesay to wait until the end of all

iterations; the program can be ended when accepteddults are obtained. For
beamforming synthesis, the amplitude was allowedaty between 1.0 and 3.0 and the
phase is allowed to vary betweenandn.

The required amplitude and phase excitations ofh eelement to obtain the
beampatterns in Figures 7, 8 and 9 as will as treetd/ity comparison between the
different types of array are shown in Table 1.sltnbted that, the hexagonal array
geometries achieves slightly deeper nulls towdndsangles of interfering signals with
an increase in gain around 1.86 dB compared wehcticular array geometries and
increase in gain around 0.75 dB compared with titagmnal array geometries. Also,
as a comparison between circular, hexagonal atabocal array geometries, it is
noted that the area of the circular array is (3)Idut for hexagonal array geometry the
area is (2.16), while the octagonal array geometry the are2.i83f), thus the area
hexagonal array is less than those circular amayogtagonal array.

Gain Pattern (dB)
[=x]
[
I

R S o Mt A TR
111 A S S S S S S WU SN SO S SO 4
L S T L ST T B O COLTr SRR .
9% S N T S N TN R A S N M

0 30 60 9 120 150 180 210 240 270 300 330 360

i (degrae)
Figure 7. Normalized gain pattern for the circidenay
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Figure 10. Comparison of the normalized gain patter Circular, Hexagonal and

Octagonal arrays.

Table 1. Amplitude and phase excitation fahealement and directivity
comparison for different array types.

Element No. Circular Arrays| Hexagonal Arrays [ Octagonal Arrays
1 3000074.5 | 265001-1428° 16601162.7
2 29801-90.3 30001 784° 203035.8
3 2990154.2 30000559° 254[1-1226°
4 1690-81.7| 30000156.3 16201195°
5 2440-17.43| 30000114.8 30001118.3°
6 29171701° | 3000-39.2 30000132.7
7 30000180.C° | 162[1-94.5 3000 -816°
8 3000-67.5 209022.6 3000078.7
9 3000045.2 1170167.2° 3000 -8.6°
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10 289076.C0 2340 1443° 2930-99.7
11 29700132.6 29301719° 17200643°
12 1000149.8 2910181.¢° 1150137.8
13 2150-10.7° | 1850126.4 233045.2
14 12900-65.3 1240 -5.7 261034.7
15 3000161.2 | 2270100.3 2980112.6°
16 3000018.¢° 29200-14.9 30000-150.4
17 283]180.0 | 2480 -1618° 184[11439°
18 29501103.6 | 30001774° 2690 207°
19 136083.4 3000 231° 12500 712°
20 2.05[048.5° | 2.13[-129.7 1.030-114.7°
21 1960]-30.7° 1950178.2 2770109.5
22 158136.8 136044.9 30000464°
23 3000-26.2 | 3000-681° 29200 -57.C°
24 30000135.F 117056.3 2890011326°
Directivity 8.52 dB 6.63dB 7.38dB

5. CONCLUSION

In this paper, smart adaptive arrays such as Unifdrcular arrays UCA, Uniform
hexagonal arrays UHA and Uniform octagonal arra@s\lare considered. Each array
consists of number of center-fed half-wave dipol€ee mutual coupling effects
between the array elements are fully taken intoaet By integrating the Central
Force optimization (CFO) algorithm with the Hillelbing (HC), the amplitudes and
phases of the antennas are calculated for certaidittons. The comparison between
circular, hexagonal, and octagonal array shows lileaxtagonal array geometry give
slightly deeper nulls, a higher gain by approxirtyale89 dB and 0.75 dB, with respect
to circular and Octagonal arrays. Moreover smatigerall size, with the same
beamwidth as compared with these of the circuldraragonal array geometries.
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