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ABSTRACT 

 

This Paper discusses the effect Egyptian Debt on the Egyptian GDP 

through the period of the study from 1980 - 2017. In this project a VAR 

model is used to describe the dynamics of the Egyptian GDP. We use a 

model for Debt (General governmental debt) The analysis of the model by 

means of Granger causality and impulse response functions led to 

significant model with a high R2, the analysis showed that both lags of GDP 

and the second lag of Debt only are affecting the GDP. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



3 

 

1. INTRODUCTION 
 

There are some economic facts of life that emphasize all macroeconomic 

explanations of growth. Possibly the most significant factor is that, in order to 

accumulate the capital goods, the consumer goods will have to be foregone at 

present to generate more units of consumer goods in the future. An increase in 

the amount of capital goods or capital formation is termed as an investment. 

For the economic growth to occur the level of investment must be greater than 

the amount of depreciation, i.e. the quantity by which machines wear out or 

become outdated during the year. 
 

The greater the intensity of investment over depreciation the larger the 

prospective output of the economy in the future. 
 
Kitov (2006) suggested that real economic growth (GDP) (Note 1) can be 

studied using a concept of two-component, economic growth – a deviation or 

business cycle and an economic trend component. The trend component or 

economic growth is accountable for the long-term expansion and describes 

economic efficiency. 
 

The deviation component of economic growth must have a zero-mean 

value in the long run. Prescott and Hodrick (2003) researched and proposed 

exogenous shocks as the force driving fluctuations of the real GDP growth 

rate. Their research during the last 25 years has revealed numerous features of 

the principal variables involved in the description of the economic 

development though still many problems still exist in dealing with the theory of 

economic growth. 
 

Kitov (2005), proposed a GDP growth model that dependent only on the 

change in a specific age cohort in the population and the attained level of real 
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GDP per capita. The model stated that, real GDP per capita has a constant 

growth increment and the observed fluctuations can be explained by the 

population component variance. The model has unveiled that in developed 

countries the real GDP per capita with time, usually grows along with a 

straight line if no significant change in the specific age population observed in 

the defined period. 
 

The relative growth rate of GDP can be affected by several factors, some 

of which show an inverse relationship while other factors show a direct 

relationship. This paper is devoted to analyzing the extent to which those 

factors affect GDP growth in developing countries as compared to developing 

countries. 

 

2. LITERATURE REVIEW 
 

A lot of empirical studies support that there is a relationship between 

debt and economic growth in advanced and emerging economies. According to 

their empirical results this correlation is particularly strong when debt reaches 

100 percent of GDP (for example, Reinhart and Rogoff, 2010; Kuman and 

Woo, 2010; Checherita and Rother, 2010; Cechetti et al., 2011). 

Among the studies that examine the impact of debt on GDP growth, is 

that of Diamond (1965) which makes an evaluation of the effect of taxes on 

capital stock, and reaches to the conclusion that the external and internal debt 

reduces the available lifetime consumption of tax payers as well as their 

savings, and thus the capital stock. The empirical literature examines the 

relationship between external debt and debt restructuring on economic growth 

mostly in developing countries. For developed countries the empirical 

evidence, particularly for economies belonging to the Euro area, is very 
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limited, and most of them examine the impact of fiscal variables (such as 

government debt, taxes) on long term interest rates and spreads only as an 

indirect approach affecting economic growth. 
 

The same conclusions derive from the studies of Saint-Paul (1992). 

There is another set of empirical studies that examine in more detail the 

impact of different levels of debt on economic growth and find that this 

negative relationship exists only after a certain debtto-GDP ratio. Smyth and 

Hsing (1995) indicate that the optimal debt ratio is 38.4% when debt held by 

the sector and 48.9% for total debt. In the same line, Aschauer (2000) 

examines the relationship between capital and economic growth using data 

from 48 contiguous U.S. states over the period 1970-1990. The empirical 

results show whenever the government debt is used to finance productive 

capital, an increase in debt has a positive effect up to a certain threshold and 

negative effect beyond it. 
 

Pattillo et al. (2002) using a large panel data set of 93 developing 

countries for the period 1969-1998, support that the negative impact of 

external debt on per-capital GDP growth exists only when the net present 

value of debt levels is above 35%-40% of GDP. In the same line, Clements et 

al. (2003) based on a panel of 55 low-income countries data over the period 

1970-1999, find that the turning point in the net present value of external debt 

is at 20%-25% of GDP. Schclarek (2004) also finds that the above relationship 

is particularly strong for several developing countries for the period 1970-2002 

and not as strong for industrial countries. Adam and Bevan (2005) examine the 

impact of fiscal deficit on economic growth for a panel of 45 developing 

countries. They support that there is a threshold effect at a level of the deficit 
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around 1.5% of GDP. Aizenman et al. (2007) who also find a negative relation 

between debt and economic growth rate. 
 

Reinhart and Roggof (2010) also study the economic growth and 

inflation at different levels of government and external debt, based on new 

data on forty-four countries for the period 1970-2009.Their findings show that 

the relationship between government debt and real GDP growth is weak for 

debt/GDP ratios below a threshold of 90% of GDP. Kumar and Woo (2010) 

examine the impact of high debt on long-run economic growth, based on a 

panel of advanced and emerging economies’ data for a period of almost four 

decades. The empirical results suggest that on average, a 10%-point increase 

in the initial debt – to GDP ratio is associated with a slowdown in annual real 

per capital GDP growth of around 0.2% points per year. 

 

3. THEORETICAL LITERATURE 
 

The review of theories on economic growth and debt is outlined below: 
 

3.1. NEOCLASSICAL GROWTH THEORY 
 

The neoclassical growth model known as Solow-Swan model predicts 

that poor countries, characterized as having low initial capital stocks, tend to 

have high growth rates as they start off well below their steady states, in which 

their situation allows for a high accumulation of new capital goods. This school 

of thought stressed that the policy focus should be on increasing rate of savings 

and investment. 
 

Availability of increased savings spurs additional investments, which 

fuels economic growth. Due to limited and precarious revenue streams of 

developing countries, external sources represented a susceptible opportunity to 

fuel their aspirations for greater investments and growth. 
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(Modigliani, 2000), refining contributions by Buchanan (1988) argued that the 

national debt is a burden for next generations, which comes in the form of a 

reduced flow of income from a lower stock of private capital. 
 

He considered that a situation in which the gross burden of national 

debt may be offset in part or in total is when debt finances government 

expenditure that could contribute to the real income of future generations, 

such as productive capital formation. (Krugman & Eggertson, 2012), coins the 

term of “debt overhang” as a situation in which a country’s expected 

repayment ability on external debt falls below the contractual value of debt. In 

Krugman‟s specification, the external debt overhang affects economic growth 

through private investment, as both domestic and foreign investors are 

deterred from supplying further capital. 
 
          The theory implies that debt reduction will lead to increased investment 

and repayment capacity and, as a result, the portion of the debt outstanding 

becomes more likely to be repaid. When this effect is strong, the debtor is said 

to be on the „wrong side‟ side of the debt Laffer curve. 

3.2.    TRADITIONAL THEORY OF DEBT 
The theory relies on certain advantages of borrowing. Through debt 

creation, the government can tap savings streams, put the resources thus 

raised to productive use and bring about an increase in national income. 

Keynes however indicated that debt financing should have a limit since much 

of it may crowd out private investors. 

3.3.    CLASSICAL VIEWS ON DEBT 
The new classical (Barro & Sala-I-Martin, 2003) based his case on 

Ricardian equivalence theorem (RET) hypothesis of neutrality of debt arguing 
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that increase in expenditure which is debt financed would not have effect on 

the economy as future taxes are personified in the present debt. 
 

He supposed that individuals don't die thus inherit among generations, 

presence of perfect capital mobility and that individuals can freely borrow and 

lend in the economy. According to (Malthus, 2013), the existence of the 

national debt by maintaining a body of unproductive consumers contributed 

powerfully to distribution and demand. (Malthus, 2013), argued that debt 

contributed among other things to the evils resulting from changes in the value 

of money and expressed the desirability of containing the growth of debt. (Mill, 

1989), argued that government borrowing was harmful because it destroys 

capital which could otherwise be used for productive employment. According 

to (Mill, 1989), it is beneficial to pay-off a debt as early as possible either 

through immediate payment by a general contribution or by gradual payment 

from the surplus revenue. 

Classical theorist disapproved views of debt because they thought it 

interfered with the natural order which was conducive to the creation of 

wealth and increase in the material welfare of the nation. The theory 

mentioned that Government borrowing makes future financing more difficult 

by increasing the proportion of the budget which must go for fixed charges 

and by increasing the amount of taxes which must be paid to finance the 

interest on the debt. 

4. PROJECT HYPOTHESES 
 

4.1. H0: There is no any statistically significant relationship between the Gross 

Domestic Product (GDP) and The General Governmental Debt (GGD) 

4.2. H1: There is a statistically significant relationship between the Gross 

Domestic Product (GDP) and The General Governmental Debt (GGD 
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5. OBJECTIVES OF THE STUDY 
 

The general objective of the study was to study “the effect of debt in 

gross domestic product of Egypt”. 
 
The specific objective was to: 
 

1) To examine the effect of overdraft from Central Bank on gross 

domestic product in Egypt. 

2) To investigate the effect of external debt on gross domestic product 

in Egypt. 

3) To determine the effect of government securities (Treasury Bills) on 

gross domestic product. 
 

6. SIGNIFICANCE OF THE STUDY 
 

The study will help government and policy makers to know what levels 

of debt will deter economic growth and thus adopt policies that will keep the 

country's debt level in a sustainable level. In other words, the study’s result 

will be highly relevant in the formulation and implementation of effective 

policies. Additionally, policy makers and economists will be able to assess 

whether the effect on debt is non-linear, that is if the effect on growth depends 

on the level of debt stock It will also help the government identify and study 

other variables related to growth including savings and inflation and to what 

level it should also stop accruing external debt with advice from the policy 

makers. 

 

7. SCOPE OF THE STUDY 
 

The study will ascertain the impact of debt and other macroeconomic 

variables on the GDP growth in Egypt. It will seek to explore economic growth 

from broad areas, that is; debt, domestic debt, and external debt. OLS 

regression model was employed along with descriptive statistics on time series 
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data covering the period 1980-2017. This period is more recent and has not 

been covered by existing literature. Secondly, the period covers three political 

regimes in Egypt. 
 

8. DATA: 
To study the effect of governmental debt (GGD) on Gross domestic 

product (GDP) Figure (1) for the Egyptian economy, the project uses annual 

data for the period 1980 – 2017. Time series were obtained from world 

economic outlook (WEOApr2019) for Egypt’s gross domestic product 

(GDP_B) measured in Constant prices and figures is rounded to billions 

(Appendix 1), Moreover, General Governmental Debt (GGD) data where 

originally obtained as Percentage to GDP from the International monetary 

fund data and percentages where transformed to absolute rounded to billions 

figure from the same GDP data mentioned above Table 1. 
 

8.1. THE DEPENDENT VARIABLE. 

The growth rate of gross domestic product (GDP). GRGDP is the 

growth rate of gross domestic product. 
 
8.2. THE INDEPENDENT VARIABLES. 

*   The gross debt (DEBT): DEBT is the general government consolidated 

gross debt. This variable expresses the impact of debt on GDP growth. 
 
* The gross domestic product (GDP): GDP is the initial level of  gross 

domestic product. This variable shows the impact of the wealth of the economy 

on GDP growth. 

*  he gross savings (SAVINGS): SAVINGS is the gross national savings. This 

variable expresses the highest amount that the economy disposes in order to 

invest without having to borrow. 
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*  The exports (Exports): Exports is the sum of exports of goods and services.. 

The imports (Imports). Imports is the sum of imports of goods and services. 
 
*  The growth rate of trade (GRTRADE): GRTRADE the growth rate of 

trade of goods and services. We mention that Imports, Exports, Grtrade are 

considered as control variables because they represent important indicators of 

the openness of the economy and its external competitiveness, and as such they 

are used in the relative literature. 
 
*  The long-term interest rates (LONG): LONG is the nominal long-term 

interest rates that is used as a control variable because it captures the impact 

of inflation. 
 
* The unemployment (UNEMPLOYMENT): UNEMPLOYMENT is the total 

unemployment rate. This variable is used as a control variable because it 

expresses the cost of salaries in the economy which is expected to influence the 

future investments. 
 
*   The population (POPULATION): POPULATION is the total population. 
 
*  The growth rate of population (GRPOPULATION): GRPOPULATION is 

the growth rate of total population. The population and the growth rate of 

population are considered as control variables because they are related to the 

demographic characteristics of the economy. 
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Table 1 descriptive statistics for GDP 

and GGD 
 

 GDP_B GGD_B 

   

Mean 1018.190 906.0791 

   

Median 907.2545 774.2932 

   

Maximum 1998.300 2059.045 

   

Minimum 387.2330 448.1909 

   

Std. Dev. 485.0302 388.7792 

   

Skewness 0.527267 1.219674 

   

Kurtosis 1.984405 4.010534 

   

Sum 38691.23 34431.01 

   

Sum Sq. Dev. 8704408. 5592524. 

   

Observations 38 38 
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Figure 1 “Data 

representation”   
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9. ECONOMETRIC ANALYSIS 

The economic literature examines the impact of general governmental 

debt on GDP growth and concludes that debt has an impact on economic 

growth. This idea is supported by the results of many empirical studies that 

have proven the above relationship in advanced and emerging economies (see 

for example, Diamond, 1965; SaintPaul, 1992; Schclarek, 2004; Adam and 

Bevan, 2005; Aizenman et al., 2007). 

So, to study the Impact of general governmental debt on the GDP we can 

express the general governmental debt as a function of the gross domestic 

product. 

Gross Domestic Product = F (General Governmental Debt) 

Also, General governmental debt can be expressed as a function of Gross 

domestic product. 

General Governmental Debt = F (Gross Domestic Product) 

9.1. Unit Root Tests 
In order to avoid spurious regression, the variables should be tested for non-

stationarity. In the project, augmented dickey fuller unit root test is 

implemented to test whether each variable is stationary or not, 

Δ�������� = ����1 + ����2���� + ������������−−−−1 + Σ ����Δ��������−−−−����+ ��������    

 				    

����=1 
Where: �������� is the variable under consideration, ���� is a time trend, �������� is the error 

term. 

The coefficient of the variable is tested whether it is equal to zero (i.e. ���� = 0). 

So, the hypothesis of this test. 





0: ���� = 0 (unit root exists, and the series is non-stationary) 





1: ���� ≠ 0 (the series is stationary)    

After using the augmented dickey fuller unit root test, order of integration can 

be determined. The order represents the differenced “d” times to make a non-

stationary time series a stationary one. 
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GDP has a trend, so the Unit root was done, and it was not stationary on 

level Appendix (2) and stationary of order one Table (2) 

Null Hypothesis: D(GDP_B) has a unit root  
Exogenous: Constant, Linear Trend  
Lag Length: 3 (Automatic - based on SIC, maxlag=9)  
 

 t-Statistic Prob.* 
   

   

Augmented Dickey-Fuller test statistic -4.820208 0.0025 

Test critical values:    1% level -4.262735  

5% level -3.552973  

10% level -3.209642  
   

   

 

*MacKinnon (1996) one-sided p-values. 

Table 2 Unit root test Source “authors calculations” 

GGD has a trend, so the Unit root was done, and it was not stationary on 

level Appendix (3) and stationary of order one Table (3) 

Null Hypothesis: D(GGD_B) has a unit root 

Exogenous: Constant, Linear Trend 

Lag Length: 0 (Automatic - based on SIC, maxlag=9) 
 

 t-Statistic Prob.* 
   

   

Augmented Dickey-Fuller test 

statistic -3.808742 0.0276 

Test critical values:    1% level -4.234972  

5% level -3.540328  

10% level -3.202445  
   

   
 

*MacKinnon (1996) one-sided p-values. 

Table 3: Unit root test. Source: “authors calculations” 
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9.2. Cointegration Tests 
 

In order to assess if the two series has a cointegration and thus and 

Error Correction model can best fit the long run relationship between GDP 

and GGD (since they are already integrated of order one) a Johansen 

Cointegration test was performed as follow Table (4): 

Sample (adjusted): 1983 2017  
Included observations: 35 after adjustments  
Trend assumption: Linear deterministic trend (restricted)  
Series: GDP_B GGD_B  
Lags interval (in first differences): 1 to 2  
 
Unrestricted Cointegration Rank Test (Trace)  
 

Hypothesized  Trace 0.05  

No. of CE(s) Eigenvalue Statistic Critical Value Prob.** 
          

None * 0.392303 28.89471 25.87211 0.0204 

At most 1 0.279265 11.46193 12.51798 0.0746 
          

Trace test indicates 1 cointegrating eqn(s) at the 0.05 level  
denotes rejection of the hypothesis at the 0.05 level **MacKinnon-Haug-Michelis (1999) 

p-values. 

Table 4: Johansen Cointegration test. Source:“authors calculations” 
 

The Trace Test Result showed a significance of at None and therefore 

the test indicates one co integration equations between the two series however, 

the coefficient of the regression between Error (-1) and D(GDP_B) “The Error 

Correction Term” is not negative Table (5) and thus the model will not correct 

itself on the long-run and VECM will not be used to estimate this relationship 

and this is also supported by testing the Linear Regression residuals between 

the two variables (Appendix 4) 
 
Dependent Variable: D(GDP_B)  
Method: Least Squares  
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Sample (adjusted): 1981 2017  
Included observations: 37 after adjustments  
 

Variable Coefficient Std. Error t-Statistic Prob. 
          

ERRORLR (-1) 0.046085 0.021883 2.105949 0.0425 

C 43.10367 3.794835 11.35851 0.0000 
     
     

Table 5 Liner regression D(GDP_B) and Error (-1). 

Source: “authors calculations”. 
 

9.3. Granger causality 
 

Granger causality is a statistical concept of causality that is based on 

prediction. According to Granger causality, if a signal X1 "Granger-causes" 

(or "G-causes") a signal X2, then past values of X1 should contain information 

that helps predict X2 above and beyond the information contained in past 

values of X2 alone. Its mathematical formulation is based on linear regression 

modeling of stochastic processes (Granger 1969) Table (6). 
 
Pairwise Granger Causality Tests  
Sample: 1980 2017  
Lags: 2  
 

Null Hypothesis: Obs F-Statistic Prob. 
        
GGD_B does not Granger Cause 

GDP_B 36 4.96371 0.0135 

GDP_B does not Granger Cause 

GGD_B  2.76991 0.0782 
    
     

Table 6 Granger causality tests Source “authors calculations” 
 
The ganger causality test showed that GGD is a granger cause of GDP, but the 

GDP is not a granger cause of GGD. 
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9.4. Vector Autoregressive analysis 
 

VAR is a system of dynamic equations contains several endogenous variables 

together. Each endogenous variable is explained by its lagged values and the 

lagged values of all other endogenous variables in the system. 
 

Assuming (k) endogenous variables (X) and (b) exogenous variables (Z), VAR 

model can be written as (Wooldridge,2009): 

=  =  =  =  0000    + + + + 1   1   1   1   −1−1−1−1    ++++⋯+⋯+⋯+⋯+         −   −   −   −   + + + + 1   1   1   1   −1−1−1−1    ++++⋯+⋯+⋯+⋯+         −   −   −   −   ++++∈∈∈∈    
 

Where:  

• p:is the number of lags for endogenous variables. 

• r:is the number of lags for exogenous variables 

• :   is a k*1 matrix of constants, 

• …  :are k*k matrices of parameters, 

• . . .    −  :   are k*1 endogenous variables vector, 

• . . .  :are k*b matrices of parameters 

• …    −  :    are b*1 exogenous variables vector, 

• is assumed to be white noise that is, error has zero expected value 

given past 

 

Information on X and Z (Wooldridge,2009). Also,  are the stochastic error 

terms, called impulses or innovations or shocks in the language of VAR. 

(Gujarati,2004) 
 
The next step is studying the short run dynamics of the hypothesized relations 

using VAR analysis. The unrestricted VAR is run with the variable as 

endogenous and the appropriate number of lags is selected according to the lag 

selection criteria Table (7). 
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VAR Lag Order Selection Criteria 

Endogenous variables: GDP_B GGD_B 

Exogenous variables: C 

Sample: 1980 2017 

Included observations: 35 

 

Lag LogL LR FPE AIC SC HQ 

       

       

0 -489.4029 NA 5.37e+09 28.08017 28.16904 28.11085 

1 -348.1923 258.2136 2115180. 20.23956 20.50619 20.33160 

2 -332.1879 27.43624*1068507.*  19.55359*  19.99798*  19.70699*

3 -329.9401 3.596357 1189326. 19.65372 20.27586 19.86848 

       

       
Table 7 Lag Length Criteria Source “authors calculations” 

      The appropriate number of lags selected for the model is two lags as 

indicated by most criteria. 

Estimating the relationship between GDP and GGD is to be a one-way 

relationship as per the result of the Granger Causality test so the Var model 

(Appendix 5,6) equation will be as follow 
 
GDP_B =β1 GDP_B (-1) + β2 C (2) *GDP_B (-2) + β3 C (3) *GGD_B (-1) + β4 

*GGD_B (-2) + C 

The Result of model estimation Table (8) where: 

Dependent Variable: GDP_B 

Method: Least Squares (Gauss-Newton / Marquardt steps) 

Sample (adjusted): 1982 2017 

Included observations: 36 after adjustments 

GDP_B = C (1) *GDP_B (-1) + C (2) *GDP_B (-2) + C (3) *GGD_B (-1) + C (4) 
 

*GGD_B (-2) + C (5) 
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 Coefficient Std. Error t-Statistic Prob. 
     

     

C (1) 1.605677 0.129433 12.40545 0.0000 

C (2) -0.625147 0.135547 -4.612042 0.0001 

C (3) -0.024797 0.030275 -0.819047 0.4190 

C (4) 0.079548 0.033437 2.379013 0.0237 

C (5) -7.869803 6.669447 -1.179978 0.2470 
    

    

R-squared 0.999390 Mean dependent var 1053.007 

Adjusted R-

squared 0.999311 S.D. dependent var 474.3484 

S.E. of regression 12.45321 Akaike info criterion 8.010080 

Sum squared 

resid 4807.557 Schwarz criterion 8.230014 

Log likelihood -139.1814 Hannan-Quinn criter. 8.086843 

F-statistic 12687.47 Durbin-Watson stat 2.166583 

Prob(F-statistic) 0.000000    
     

     

Table 8 Model estimation Source “authors estimates” 

       The Var estimation showed a significant model with a significant effect 

between the GDP and its own first and second lags and the second lag of the 

GGD and final Var equation Substituted Coefficients were: 

GDP_B = 1.6056765599*GDP_B (-1) - 0.625147228975*GDP_B (-2) - 

0.0247966319911*GGD_B (-1) + 0.0795475346243*GGD_B (-2) - 

7.86980268414 

9.5. Impulse response functions (IRFs) 

Another tool of analysis for the VAR model is plotting the impulse response 

functions Figure (2). 

   It indicates the response of a variable to a one standard deviation shock of 

innovations (impulse variable) in another variable (response variable). 

The IRFs of interest to this project will be discussed as follows: 



20 

 

   From the GDP model, the interest is focused on the response of GDP to 

unexpected changes in General Governmental debt. So, the studied IRFs are 

those of (GGD) on (GDP). 

    The below figures (second and third) show the response of the GDP variable 

(GDP_B) to a one standard deviation shock of innovations in the General 

Governmental debt variable. 

(GGD_B) and also show the response of the General Governmental debt 

variable (GGD_B) to a one standard deviation shock of innovations in the 

GDP variable (GDP_B). Both indicate an insignificant response to the shock at 

the 5% significance level as the confidence interval (red boundaries) include 

Zero. 

Response to Cholesky One S.D. (d.f. adjusted) Innovations ± 2 S.E. 
 
Response of GDP_B to GDP_B                                                 Response of GDP_B to GGD_B  
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Figure 2 Impulse Function Source “authors 

calculations” 
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9.6. Model Diagnostics 
 

Model Diagnostics is a set of procedures available for regression analysis 

that seek to assess the validity of a model in any of several different ways and 

is an essential part in order to validate whether the statistical model is also an 

econometric model these procedures include Serial Correlation LM Test, 

Heteroskedasticity Test: White, Residuals ACF and PACF, Normality test, and 

Recursive estimates for model stability. 

 

9.6.1. Serial Correlation LM Test 
 

Serial correlation (also called Autocorrelation) is where error terms in a 

time series transfer from one period to another. In other words, the error for 

one time period a is correlated with the error for a subsequent time period b. 

For example, an underestimate for one quarter’s profits can result in an 

underestimate of profits for subsequent quarters Breusch-Godfrey Serial 

Correlation LM Test Table (9) was performed (VAR LM test appendix 8) to 

assess the autocorrelation of the model and the results were as follow: 
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Breusch-Godfrey Serial Correlation LM Test:  
 

F-statistic 1.987163Prob. F (2,29) 0.1553 

Obs*R-squared 4.339004Prob. Chi-Square (2) 0.1142  
 

Test Equation: 

Dependent Variable: RESID 

Method: Least Squares 

Sample: 1982 2017 

Included observations: 36 

Presample missing value lagged residuals set to zero. 

 

Variable Coefficient Std. Error t-Statistic Prob.
     

     

C (1) -0.172375 0.235530 -0.731860 0.4701

C (2) 0.178457 0.245607 0.726597 0.4733

C (3) -0.018259 0.033225 -0.549548 0.5868

C (4) 0.018722 0.035575 0.526274 0.6027

C (5) 1.620145 6.768245 0.239374 0.8125

RESID (-1) 0.100610 0.305458 0.329375 0.7442

RESID (-2) 0.428058 0.242003 1.768816 0.0874
    

    

R-squared 0.120528Mean dependent var -6.96E-13

Adjusted R-

squared -0.061432S.D. dependent var 11.72002

S.E. of 

regression 12.07464Akaike info criterion 7.992758

Sum squared 

resid 4228.113Schwarz criterion 8.300664

Log likelihood -136.8696Hannan-Quinn criter. 8.100226

F-statistic 0.662388Durbin-Watson stat 2.010212

Prob(F-

statistic) 0.680309   
     

     
 
Table 9 Breusch-Godfrey test Source “authors calculations” 
 



23 

 

The test showed no serial correlation problem in the model as the Chi-Square (2) 

> 0.05 
 

9.6.2. Heteroskedasticity Test: 
 

In statistics, heteroskedasticity (or heteroscedasticity) happens when the 

standard errors of a variable, monitored over a specific amount of time, are 

non-constant. With heteroskedasticity, the tell-tale sign upon visual inspection 

of the residual errors is that they will tend to fan out over time 

 

White Heteroskedasticity Test was performed Table (10) (VAR 

Heteroskedasticity test appendix 7) to assess the Heteroskedasticity of the 

model and the results were as follow:  
Heteroskedasticity Test: White  
 

F-statistic 2.523299 
Prob. F 

(14,21)  0.0270 

Obs*R-squared 22.57818 Prob. Chi-Square (14) 0.0675 

Scaled explained SS 30.00958 Prob. Chi-Square (14) 0.0076 
     

     

Test Equation:     

Dependent Variable: 

RESID^2     

Method: Least Squares     

Sample: 1982 2017     

Included observations: 36     
     

     

Variable 
Coefficie

nt Std. Error t-Statistic Prob. 
     

     

C -592.7537 530.0288 -1.118342 0.2761 

(GDP_B (-1)) ^2 -0.212914 0.223574 -0.952318 0.3518 

(GDP_B (-1)) *(GDP_B (-2)) 0.452521 0.462366 0.978707 0.3389 

(GDP_B (-1)) *(GGD_B (-1)) 0.100353 0.094924 1.057187 0.3024 

(GDP_B (-1)) *(GGD_B (-2)) -0.095300 0.093995 -1.013886 0.3222 

GDP_B (-1) -11.31103 11.43136 -0.989474 0.3337 

(GDP_B (-2)) ^2 -0.238649 0.237544 -1.004651 0.3265 
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(GDP_B (-2)) *(GGD_B (-1)) -0.110689 0.096300 -1.149419 0.2633 

(GDP_B (-2)) *(GGD_B (-2)) 0.104895 0.099848 1.050550 0.3054 

GDP_B (-2) 9.680307 11.37322 0.851149 0.4043 

(GGD_B (-1)) ^2 0.005235 0.006460 0.810340 0.4268 

(GGD_B (-1)) *(GGD_B (-2)) -0.006775 0.013758 -0.492487 0.6275 

GGD_B (-1) 2.183225 1.906286 1.145277 0.2650 

(GGD_B (-2)) ^2 -0.000548 0.007528 -0.072771 0.9427 

GGD_B (-2) 1.593044 2.879757 0.553187 0.5860 
     

     

R-squared 0.627172 

Mean 

dependent 

var  133.5433 

Adjusted R-squared 0.378619 

S.D. 

dependent 

var  256.4369 

S.E. of regression 202.1433 Akaike info criterion 13.75017 

Sum squared resid 858100.4 
Schwarz 

criterion  14.40997 

Log likelihood -232.5030 Hannan-Quinn criter. 13.98046 

F-statistic 2.523299 
Durbin-

Watson stat  2.259917 

Prob(F-statistic) 0.026956    
     

     
 
Table 10 Heteroskedasticity Test: White Source “authors calculations” 
 
The test showed NO Heteroskedasticity problem in the model as the Chi-

Square (2) > 0.05 

 

Normality Test: 
 

Normality tests are used to determine if a data set is well-modeled by a 

normal distribution and to compute how likely it is for a random variable 

underlying the data set to be normally distributed. 
 
Jarque–Bera test Table (11) was performed (VAR Normality test appendix 9) 

as a goodness-of-fit test of whether sample data have the skewness and kurtosis 
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matching a normal distribution. The test statistic should always be a 

nonnegative result. and the results were as follow: 

 

Compone

nt Jarque-Bera df Prob. 

        
1 5.046456 2 0.0802  

Table 11 Jarque-Bera test Source “authors calculations” 

The test showed the residuals in the model follows normal distribution as 

Jarque-Bera prob. > 0.05 Appendix (10) 

 

9.6.3. Residuals ACF and PACF: 
 

Autocorrelation and partial autocorrelation are measures of association 

between current and past series values and indicate which past series values 

are most useful in predicting future values. 
 
• Autocorrelation function (ACF) Figure (3). At lag k, this is the 

correlation between series values that are k intervals apart. 
 
• Partial autocorrelation function (PACF) Figure (3). At lag k, this is 

the correlation between series values that are k intervals apart 
 
ACF and PACF were done for Residuals to assess if there is any 

autocorrelation between the residuals and the result was as follows:
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Sample: 1980 2017 

Included observations: 36 

Q-statistic probabilities adjusted for 2 dynamic regressors  
Autocorrelation Partial Correlation AC PACQ-Stat Prob*
                                      
              1 -0.114 -0.1140.5105 0.475
              

          

0.308 0.2994.3381 0.114    

   

  

 
2 

      
           

-0.085 -0.0294.6354 0.201         3
         

-0.058 -0.1774.7800 0.311         4
         

-0.139 -0.1405.6350 0.343             5
         

0.078 0.1495.9134 0.433             6
         

-0.045 0.0596.0081 0.539         7
         

0.068 -0.0366.2316 0.621         8
         

-0.051 -0.0966.3656 0.703         9
         

-0.038 -0.0626.4433 0.777             10
         

-0.205 -0.1708.7328 0.647             11
         

-0.166 -0.20610.297 0.590         12
        

-0.179 -0.13412.203 0.511        13
      

-0.164 -0.16013.866 0.460        14
      

0.100 0.10614.521 0.486       15
     0.009 0.04614.526 0.560
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*Probabilities may not be valid for this equation specification. 

Figure 3 ACF and PACF 

Source “authors calculations” 
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The ACF and PACD showed the residuals in the model has no any 

autocorrelation as all the result sustained between the boundaries. 
 

9.6.4. Recursive estimates for model stability: 
 

Recursive estimates for model stability is how well the results of the 

study or experiment hold up, statistically speaking. More specifically, it’s a 

measure of how well the control for random errors in the study is. Ways to 

ensure statistical stability include using p-values or confidence intervals 

Recursive Bayesian estimation Figure (4) was performed (also known as a 

Bayes filter, is a general probabilistic approach for estimating an unknown 

probability density function recursively over time using incoming 

measurements and a mathematical process model) to assess the model stability 

and the result were as follow: 

 

20              

15              

10              

5              

0              

-5              

-10              

-15              

-20              

88 90 92 94 96 98 00 02 04 06 08 10 12 14 16

     CUSUM  5% Significance    

  

Figure 4 Recursive estimates Source 

“authors calculations”    
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The test showed the model is stable as the model estimations maintain between 

the two boundaries under a 5% confidence interval. 

 

10. CONCLUSION 
 

The project aimed to study the effect of General Governmental debt on 

Gross Domestic Product, A separate vector autoregressive (VAR) model was 

formed for Gross domestic product. Granger causality tests and Impulse 

response functions were used to analyze each VAR model. Regarding the main 

interest of the project, the analysis showed significant effect of General 

Governmental debt on Gross Domestic Product. These results show that 

Egyptian debt is has a positive relationship on the GDP however the GDP is 

not affecting the Governmental debt. 
 

    The actual model is: 
 

GDP_B = C (1) *GDP_B (-1) + C (2) *GDP_B (-2) + C (3) *GGD_B (-1) + C (4)  
*GGD_B (-2) + C (5) 

And thus, we will reject H0 and accept H1: There is a statistically significant 

relationship between the Gross Domestic Product (GDP) and The General 

Governmental Debt (GGD) as there is a positive relationship between the 

second lag GGD and the GDP. 

 

11. RECOMMENDATIONS 
 

Following the conclusions drawn above from the study, it is 

recommended that the government should reduce reliance on external debt as 

the effect of it on GDP growth is very week and thus increasing the GDP 

growth by maximizing tax revenue collection to finance both recurrent and 

capital expenditure. If the government must borrow, then it should negotiate 

for concessionary rates and longer repayment period. 
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This would effectively reduce the tax burden even for future generations. On 

the other hand, domestic borrowing can be increased to finance growth 

enhancing investments. Where capital investments are to be financed through 

foreign debt, they should be vetted, and a cost benefit analysis done to 

ascertain their economic benefit to the taxpayer expenditure on key 

infrastructural projects should be encouraged as this stimulates economic 

performance. 
 

Further research needs to be conducted to determine other 

macroeconomic variables that determine economic performance in Egypt. An 

area for further research would be determine the threshold level of debt 

beyond which it begins to adversely affect GDP or the maximum level of debt 

that can still spur economic performance. 
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13. APPENDIXES 

Appendix (1) 
WEOApr2019all file and Gross-debt-as-Percentage-of-GDP are both available on the 

international monetary fund website : 

https://www.imf.org/external/datamapper/index.php 

Appendix (2) 
Null Hypothesis: GDP_B has a unit root 

Exogenous: Constant, Linear Trend 

Lag Length: 4 (Automatic - based on SIC, maxlag=9)  
 

  t-Statistic Prob.*
      
Augmented Dickey-Fuller test 

statistic -0.408840 0.9830

Test critical 

values: 1% level -4.262735  

 5% level -3.552973  

 10% level -3.209642  

         
*MacKinnon (1996) one-sided p-values. 
 

Appendix (3) 
Null Hypothesis: GGD_B has a unit root 

Exogenous: Constant, Linear Trend 

Lag Length: 1 (Automatic - based on SIC, maxlag=9) 
 
 

  t-Statistic Prob.* 
      

Augmented Dickey-Fuller test 

statistic -0.364456 0.9852 

Test critical 

values: 1% level -4.234972  

 5% level -3.540328  

 10% level -3.202445  
        

 

*MacKinnon (1996) one-sided p-values. 
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Appendix (4) 

   ERRORLR   

400       

300       

200       

100       

0       

-100       

-200       

-300       

-400       

1980 1985 1990 1995 2000 2005 2010 2015 
Null Hypothesis: ERRORLR has a unit root 

Exogenous: None 

Lag Length: 1 (Automatic - based on SIC, maxlag=9)  
 

  t-Statistic Prob.* 
      
Augmented Dickey-Fuller test 

statistic -2.478323 0.0147

Test critical 

values: 1% level -2.630762  

 5% level -1.950394  

 10% level -1.611202  
        

 

*MacKinnon (1996) one-sided p-values. 

Dependent Variable: D(GDP_B) 

Method: Least Squares 

Date: 06/06/19 Time: 16:33 

Sample (adjusted): 1981 2017 

Included observations: 37 after adjustments 
 

 

 

Variable Coefficient Std. Error t-Statistic Prob. 
     

     

ERRORLR (-1) 0.046085 0.021883 2.1059490.0425 

C 43.10367 3.794835 11.358510.0000 
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Although the Error of the linear regression is significant the coefficient of the regression 

between Error (-1) and D(GDP_B) “The Error Correction Term” is not negative and 

thus the model will not correct itself on the long-run and VECM will not be used to 

estimate this relationship 
 

Appendix (5) 
 

Vector Autoregression Estimates 

Sample (adjusted): 1982 2017 

Included observations: 36 after adjustments 

Standard errors in () & t-statistics in []  
 

 GDP_B GGD_B 
   

   

GDP_B (-1) 1.605677 -0.549379 

 (0.12943) (0.77056) 

 [ 12.4055] [-0.71297] 

GDP_B (-2) -0.625147 0.751400 

 (0.13555) (0.80695) 

 [-4.61204] [ 0.93116] 

GGD_B (-1) -0.024797 1.235602 

 (0.03027) (0.18024) 

 [-0.81905] [ 6.85545] 

GGD_B (-2) 0.079548 -0.401694 

 (0.03344) (0.19906) 

 [ 2.37901] [-2.01793] 

C -7.869803 3.627581 

 (6.66945) (39.7053) 

 [-1.17998] [ 0.09136] 
   

   

R-squared 0.999390 0.967106 

Adj. R-squared 0.999311 0.962862 

Sum sq. resids 4807.557 170388.9 

S.E. equation 12.45321 74.13783 

F-statistic 12687.47 227.8583 

Log likelihood -139.1814 -203.4035 

Akaike AIC 8.010080 11.57797 

Schwarz SC 8.230014 11.79791 

Mean dependent 1053.007 930.6217 
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S.D. dependent 474.3484 384.7079 
  

  

Determinant resid covariance (dof 

adj.) 834867.2 

Determinant resid 

covariance  619064.3 

Log likelihood  -342.2109 

Akaike information 

criterion  19.56727 

Schwarz criterion  20.00714 

Number of 

coefficients  10 
   

   

 

Null Hypothesis: RESID has a unit root  
Exogenous: Constant  
Lag Length: 0 (Automatic - based on SIC, maxlag=9)  
 

  t-Statistic Prob.* 

      
Augmented Dickey-Fuller test 

statistic -6.576647 0.0000

Test critical 

values: 1% level -3.632900  

 5% level -2.948404  

 10% level -2.612874  
    
     

Appendix (6) 
 

Dependent Variable: GGD_B  
Method: Least Squares (Gauss-Newton / Marquardt steps)  
Sample (adjusted): 1982 2017  
Included observations: 36 after adjustments  
GGD_B = C (6) *GDP_B (-1) + C (7) *GDP_B (-2) + C (8) *GGD_B (-1) + C 

(9)  
*GGD_B (-2) + C (10) 
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 Coefficient Std. Error t-Statistic Prob. 

     

     

C (6) -0.549379 0.770556 -0.712965 0.4812 

C (7) 0.751400 0.806952 0.931158 0.3590 

C (8) 1.235602 0.180236 6.855448 0.0000 

C (9) -0.401694 0.199062 -2.017933 0.0523 

C (10) 3.627581 39.70528 0.091363 0.9278 

    

    

R-squared 0.967106 Mean dependent var 930.6217 

Adjusted R-

squared 0.962862 S.D. dependent var 384.7079 

S.E. of 

regression 74.13783 Akaike info criterion 11.57797 

Sum squared 

resid 170388.9 Schwarz criterion 11.79791 

Log likelihood -203.4035 Hannan-Quinn criter. 11.65474 

F-statistic 227.8583 Durbin-Watson stat 2.061430 

Prob(F-statistic) 0.000000    

     

     
 

Appendix (7) 
 

VAR Residual Heteroskedasticity Tests (Levels and Squares)  
Sample: 1980 2017  
Included observations: 36  
 
Joint test:      
            
Chi-sq df Prob.    
            
34.58787 24 0.0748    
          

Individual components:     
            
Dependent R-squared F (8,27) Prob. Chi-sq (8) Prob.
            
res1*res1 0.389399 2.152343 0.0653 14.01837 0.0813

res2*res2 0.173454 0.708257 0.6819 6.244344 0.6199

res2*res1 0.320845 1.594412 0.1731 11.55043 0.1724
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Appendix (8) 
VAR Residual Serial Correlation LM Tests  
Date: 06/05/19 Time: 17:44  
Sample: 1980 2017  
Included observations: 36 
  
 
Null hypothesis: No serial correlation at lag h  
 

Lag LRE* stat df Prob. Rao F-stat df Prob.

              
1 3.425808 4 0.4892 0.867226 (4, 56.0) 0.4894

2 7.505893 4 0.1114 1.970442 (4, 56.0) 0.1116
      
Null hypothesis: No serial correlation at lags 1 to h   
              
Lag LRE* stat df Prob. Rao F-stat df Prob.
              
1 3.425808 4 0.4892 0.867226 (4, 56.0) 0.4894

2 9.140332 8 0.3306 1.175167 (8, 52.0) 0.3318
              
 

*Edgeworth expansion corrected likelihood ratio statistic. 

Appendix (9) 
 
VAR Residual Normality Tests  
Orthogonalization: Cholesky (Lutkepohl)  
Null Hypothesis: Residuals are multivariate normal  
Date: 06/05/19 Time: 17:41  
Sample: 1980 2017  
Included observations: 36  
 

Component Skewness Chi-sq df Prob.* 
            
1 -0.461586 1.2783731 0.2582 

2 0.545705 1.7867641 0.1813 
            
Joint  3.0651372 0.2160 
            

Component Kurtosis Chi-sq df Prob. 
            
1 4.584946 3.7680831 0.0522 

2 3.343466 0.1769531 0.6740 
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Joint  3.9450362 0.1391 
            

Component 

Jarque-

Bera df Prob.   
            
 

1 5.046456 2 0.0802

2 1.963718 2 0.3746
        
Joint 7.010173 4 0.1354
        

 

*Approximate p-values do not account for coefficient estimation. 

 

Appendix (10)  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 


