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This paper presents an accurate nonparametric method for evaluating 

signal's probability density function (pdf), as well as its entropy. It is 

based on using Bspline wavelets, as the smoothing filter for the data 

histogram distribution. Due to the excellent energy concentration feature 

of Bspline wavelets, this estimation was found to be accurate and robust 

of  probability density function (pdf) estimation that are needed in some 

linear blind source separation (BSS) designs. The validity of the proposed 

technique is checked by its ability of recovering linearly blind source BSS, 

with a simple check to verify exact source recovery when no information 

is available about the mixing system. Several experiments have been 

carried out, to verify the ability of the proposed technique to accurately 

estimating signal's pdf as well as recovering linearly mixed signals and 

images with a simple independency check to determine whether exact 

separation is achieved or not. 

 

1. INTRODUCTION 

The blind signal separation (BSS) is a well-established statistical signal processing 

technique that aims at decomposing a set of multivariate signals or images, into a set of 

statistically independent/components minimal loss of information content. The BSS 

problem arises in many fields of studies, including speech processing, data 

communication, biomedical signal, etc, where both the sources as well as the 

transmitting media characteristics, are unknown. Blind source separation amounts to 

recovering unknown source si(n),i=1,2..,m n=1,2,..N from a number of observations 

xi(n), i=1,2,..p, which are unknown functions of the sources. The sources are assumed 

to be mutually independent and no information exits about their distribution. This 

subject has been extensively studied for the linear memoryless mixture, where 

separation algorithms are mainly based on Independent Component Analysis (ICA), 

[1-7, 11].  The basic concept of ICA techniques stems from the fact that separation is 

achieved if the output's negentropy is maximized. Negentropy for a signal y(n) is 

defined as J , where J=Ent(ygaus)-Ent(y), Ent(.) denotes entropy, ygaus is a Gaussin 

random variable having the same length and variance as y. Negentropy is used because 

of its scale invariance property. It is approximated using either the kurtosis and higher 

order statistics functions or nonlinear approximation of the entropy functionss, [7].  
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The kurtosis and higher order statistic techniques suffer from nonrobustness and noise 

sensitivity, whereas expanding negentropy by nonlinear function is not unique. 

In this paper, an accurate nonparametric technique is proposed for pdf, score 

function evaluations [8-9], as well as entropy estimation. It is based on smoothing 

histogram distribution by Bspline wavelet. Bspline wavelets are used due to its 

superior de-noising properties, [10, 12]. Having accurately estimated the signal's pdf, 

we are now able to accurately estimate the output's negentropy, and subsequently 

perform BSS. Besides having a simple check whether independent components have 

been obtained or not, several simulation examples have been given to show that the 

proposed technique manages to accurately estimate of pdf, score and entropy functions. 

Further, it is used in BSS of linearly mixed sound and images. Separation quality is 

checked by showing that the convolution of the pdf of any output pair, almost 

coincides with the distribution of their sum. Comparisons with classical nonlinear ICA 

techniques, have also verified the superior performance of the proposed pdf estimation 

technique. 

 

2. BSPLINE BASED WAVELET FAMILY 

In [13-14], a B-Spline based wavelet family has been constructed. It has been shown 

that for an m
th
 order Bspline polynomial )(tbm , the scaling analysis filter P(z), is given 

by  
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Whereas the high-pass filter, )(zQ is given by 
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This concludes the decomposition step. Note that both of P(z) and Q(z) are FIR 

filter of lengths m+1 and 2m, respectively. As far as the synthesis filter banks G0(z)
, 

G1(z)
 
 are given by 

)2E(z

P(z)
z=(z)

1
G,(z)P

~

)2E(z

E(z)
z(z)

0
G =                                                          (3) 

This concludes the synthesis step. In [14], the pairs 

{ })1(z
1

Gand)1(z
0

GQ(z),P(z), --  constitute a perfect reconstruction (PR) system. 

Moreover, it also shown how to approximate the IIR non-causal symmetric functions 

G0 (z) & G1(z), by an equivalent FIR filters F0(z) & F1(z), up to any prescribed 

accuracy. Figure 1 shows the complete 1-level PR Bspline wavelet system.  
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Fig.1. (a) Bspline based analysis bank (b) Synthesis bank 

3. DENISTY & SCORE FUNCTIONS ESTIMATION USING B-
SPLINE WAVELETS 

Due to the distinctive feature of the Bspline wavelets that have a large amount of 

energy concentration with low spatial frequencies, it is efficient in signal and image de-

noising. As a specific important application, we try to estimate the probability density 

function pdf of a signal x(t). The classical histogram method can not be relied upon in 

methods requiring precise estimation of the pdf and signal entropies. The proposed 

Bspline based pdf estimation is described as follows: 

1. Obtain a rough estimation of the pdf using NB bins, for example by using the 

Matlab hist function. Denote it by h(k) , k=1,2,.., NB 

2. Decompose h(k) using n-level Bspline wavelet. Set the detail coefficients to 

zero 

3. Reconstruct h(k), using the Bspline reconstruction wavelets. 

As a simulation example, we estimate the pdfs of unity variance Uniform, 

Rayleigh, Gaussian and Exponential random variable distributions. The test signal is 

4096 samples long. Cubic Bspline wavelet with NB=128 and 3-levels Bspline wavelets 

is used. The test examples were run for 10 different seeds.  Table 1, compares the % 

error norms between the theoretical and the estimated pdf, using cubic Bspline ebsp and 

7/9 Biorthogonal wavelets e7/9 for different decomposition levels n. The table gives 

also the theoretical and estimated entropy Entp.(=-p log p), for these cases. These 

results generally indicate that, except for the uniformly distributed random variable, the 

best decomposition level occurs at minimum entropy. Fig. 2-a shows the theoretical 

and estimated pdf's for the best decomposition level of these 4 cases. Moreover, in 

order to verify the robustness of the proposed Bspline technique for pdf estimation 

even in the presence of noise, 20000 samples of the speech signal sampled at 12 KHz 

is used. The speech is contaminated with AWGN to yield SNR=10 dB. Fig.2-b, shows 

the effect of noise on the pdf estimation for both Bspline and 7/9 Biorthogonal 4-level 

of the wavelet and with NB=128. 

Now, having accurately estimated the pdf distribution px(x), the score function 

(x)ψ x defined as  

x∂
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It is evaluated as follows: 

1. For the batch x(n), evaluate px(x), as described above using NB histogram bins 
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2. Evaluate  
BN2,..1,n,(x)xplogy(n)   

3. The score function is approximated as   0=y(0),BN2,...,1,=n,x/ΔΔ1)-y(ny(n)=)n(xxψ -
    

 

x  is the spacing between  the histogram bins 

 

Table 1 Comparison for different n levels decomposition, the relative % error 

norms ebsp & e7/9 between the theoretical and estimated pdf when using cubic B-

Spline and 7/9 Biorthogonal wavelet. 
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n 

Uniform 

Theor.Entropy =ln 2 

Etrp  % e bsp     % e7/9 

Rayleigh 

Theor.Entropy 

=1.0587 

Etrp   % e bsp       % e7/9 

Gaussian 

Theor.Entropy 

=1.4189 

Etrp   % e bsp    % e7/9 

Exponential 

Theor.Entropy =1. 

Etrp   % e bsp  % e7/9 

1 
2 

3 

4 
5 

6 

7 

0.6784    0.1180    0.1687 
0.6816   0.0880    0.1555 

0.6833    0.0653    0.1561 

0.6813    0.0886    0.1460 
0.6765    0.1293    0.1541 

0.6752    0.1384    0.1549 

0.6792    0.1116    0.1612 

0.9428    0.0935     0.1324 
0.9332     0.0704    0.1171 

0 .9428   0.0521    0.1066 

0.9430    0.0424    0.1160 
0.9705    0.1117    0.1851 

1.2069    0.3169    0.2897 

1.4196     0.5917    0.6405 

1.4233    0.0802    0.1163 
1.4199    0.0631    0.1103 

1.4214    0.0421    0.1011 

1.4202    0.0241    0.1058 
1.5311    0.1245    0.1986 

1.9265    0.5619    0.5904 

2.0021    0.6845    0.7178 

1.0230    0.0647    0.0867 
1.0058    0.0396    0.0709 

1.0090    0.0437    0.0795 

1.0105    0.0659    0.1134 
1.3851    0.2932    0.2710 

1.6527    0.5165    0.2807 

1.9220    0.6985    0.6391 
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  (b) 

Fig. 2.(a) Comparisons of theoretical Bspline and Biorthogonal wavelet-based pdf 

estimation of Uniform, Rayleigh, Gaussian, and Exponential distributions. (b), shows 

the effect of noise on PDF estimation for both Bspline and 7/9 Biorthogonal 4-level 

wavelets. The noisy signal is 10 dB speech signals. 

 

As an illustrative example, we consider the example cited in [9]. A batch of 

2048 zero-mean, unity variance uniformly distributed in the interval [ ]33 . The 

proposed Bspline based score function is evaluated using 3-levels Bspline wavelets 

with NB =128. Fig. 3-a, compares the theoretical score function with Gram-Charlier 

approximation, MSE approximation method of [9], and the proposed Bspline 

estimation. Fig.(3-b), does the same comparison for 2048 exponential distribution unity 

variance random variables. In both cases, the improvement achieved by using the 

proposed Bspline-based technique over other approaches, is clear. 

 
 

(a)                                                             (b) 

Fig.3. Score function of uniformly distributed random variables in (a) and 

exponentially distributed random variables in (b)
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4. APPLICATIONS IN BSS OF LINEAR MIXTURE 

The validity of the proposed Bspline density estimation is checked by using it in 

estimating independent components in linear BSS mixture. Besides, an important asset 

of this technique lies in its ability to provide a simple check for ensuring signal 

separation without any prior knowledge about the mixing system. Two approaches can 

be used to achieve this goal. They are the pdf approach and the negentropy technique.  

The pdf technique, is based on the fact that if y1 , y2,…, ym constitute an independent set, 

then  

)m,1()j,i(,jijijiw yyw,)y(p)y(pp ∈≠+==
                                                           (6)

 

Thus, if the mixed data vector x is distributed according to the ICA model  

x = A s, where [ ]T
m21 )t(s...)t(s)t(ss =  represents the independent sources 

and A is a constant nonsingular mxm mixing matrix.  So, to recover s from the mixed 

signals x, a decoupling system B should be designed to make the output components y, 

y=Bx, constitute an independent set. Independency is ensured by finding B that 

minimizes the distance between both sides of the above equation, for all possible 

combinations of the outputs.  

As far as the second entropy technique, it is well known that due to the central 

limit theory, the distribution of the sum of linearly mixed independent random 

variables tends toward Gaussian distribution. Thus, the decoupling system should 

ensure that the distribution of y is as far as possible from Gaussiadistribution. This 

feature is known as nongaussianity, [7]. Nongaussianity is measured in terms of 

negentropy.  

The suggested proposed separation algorithm combines both techniques. The 

optimum decoupling matrix B, should minimize the following objective function  
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(7) 

Now, since any nonsingular matrix B is decomposed as B=QR, Q is an 

orthogonal matrix and R is an upper triangular matrix. The determination of Q 

proceeds as follows:   

1. Whiten thr received mixed data x to give zw 

2. Find the optimum m rotation angles of Given's rotation mxm orthogonal 

section that maximizes the output negentropies of Eq.(7), when evaluated 

using the proposed Bspline pdf and entropy estimation.  

3. Check independency by checking the distance between both sides of Eq.(6), 

i.e. the Kullibeck-Leiber (KL) divergence meaure of  divergence of [7]. If the 

error is not acceptable, find the optimum (m(m-1)/2) parameters of an upper 

triangular matrix R, that maximizes the negentropy or the KL divergence 

measure. 

As an illustration example, we consider three 20000 samples speech signals, 

sampled at 12 KHz. The speech signals are mixed using the mixing matrix 
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A . Negentropies are estimated using the proposed Bspline pdf 

estimation technique with NB =128, and 3-level Bspline wavelets. Fig. (4), shows the 

original, mixed and recovered speech, as well as signals, as well as the sum and 

convolution pdf’s jiyyw,p),w(p jiyij
≠+= . The figure shows that, except for a 

possible permutation the proposed pdf and entropy estimation manages to make the 

output signals almost independent. The following table, compares the entrpies of the 

whitened mixed signals with those recovered using the proposed neentropy estimation, 

and those using the nonlinear tanh- function, [7]. 

 

 Signal # 1 Signal # 2 Signal # 3 

Whittened mixed Entropy 1.3963 1.4146 1.4121 

Recovered pdf Entropy Estim. 

NonliNnear Entropy Estim. [7] 

1.2624 

1.3758 

1.3176 

1.2640 

1.3767 

1.3162 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.4: Original, mixed and recovered 3 sound signals, together with the output pdf, ie. 

)m,1()j,i(,jijijiz yyz,)y(p)y(p,p   
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Investigation of the resulting distributions, indicate that there is no need for 

extra upper triangular element minimization. At this point, it is worth mentioning that 

if the A-matrix is convolutive, the negentropy method fails to separate linearly mixed 

signals, as the convolution operation each source tends to make its density distribution, 

Gaussian as is demonstrated in fig.5, where the convolutive filter is 4
th
 order FIR.  

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.5. pdf of the original, the convolutive and the Gaussian signal. 

As a further check of the proposed pdf –entropy estimation, consider its use in 

separating linearly mixed images. In this respect, two Matlab 256x256 images were 

mixed using the mixing matrix 









7080

6070

..

..
A . The mixed images Xi's, i=1,2 were 

converted to vectors. These vectors were whitened. A simple optimization algorithm is 

constructed to obtain the optimum Q & R matrices that maximize Eq. (7). The resulting 

vectors are dc shifted to avoid negative values, and then reshaped to yield 256x256 

images. The proposed entropy estimation was applied using 128 histogram bins 

together with 3 level Bspline wavelets. Fig. 6 shows the mixed and recovered images 

of different Matlab images, together with their pdf distribution. The experiment is also 

repeated using these 3 images that are linearly mixed using the mixing matrix of the 

sound example. Fig. 7 shows the mixed images as well as the recovered images using 

the proposed entropy method and the nonlinear ICA method of [7], when using tanh 

function for estimating negentriopies. The figure shows also the density distribution of 

the Bspline recovered images, using 128 histogram bins. These results indicate that 

apart from providing an independency measure, the improvement achieved by the 

proposed Bspline technique over the nonlinear ICA approach of [7], is clear.  

 

5.  CONCLUSIONS 

This paper, presents an accurate and robust technique for pdf and entropy estimation.  

As a result, an alternative technique for linear BSS with a simple independency check 

is proposed. It is shown that this technique works well when the classical kurtosis-

based negentropy estimations, or even methods based on their nonlinear expansions, 

fail to produce acceptable results. The algorithm is tested using different examples 

(sound signals and natural images) to evaluate its performance. Our extensive 
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experiments have confirmed that the use of the proposed procedure provides promising 

results. 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

                

 

 

 

 

Fig.6 the mixed & recovered of 2 images and their pdf distribution 
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(b) 

 

 

 

 

  

(c) 

 

(d) 

Fig.7 (a) mixed of 3 images, (b) recovered 3 images using nonlinear ICA method, (c) 

recovered 3 images using the proposed Entropy method, (d) pdf distribution of the 3 

recovered images by the proposed entropy method. 

 

PDF distribution of y1&y2                PDF distribution of y1&y3                 PDF distribution of y2&y3 
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الفصل المبهم لإشارات المخلوطة خيطا باستخدام الاستنتاج الدقيق لدالة كثافة 
 الاحتمالات

 

في هذا المقال  مات مقا طت قةطقاي ة طا ص لالما  المارات الالةاط المطا.قاي ططقاللأ اللةاةص اد ل اطي م مما  
( للإللةاط رلاضلفي إلي م م.ي الل.ضي في االلةص pdfلفي الاحممللاط )عاي الا منملج ال قطق ل الي ةث

(entropy لأ .ط مما  هااذا الرحاا  عاااي ا اامط ات م.ةالط)Bspline   فااي مماالطي الماا ةج ااحماالعي لم. طاا
الممماال ص فااي مةةطاا  القلقاايلأ .قاا  .ةاا  ية هااذه اللةضااطي  قطقاا   Bsplineالرطلناالط ناااةا لمطاا ص م.ةاالط ا  

 linearالمي م مط ت في مممطملط فم  االلةاط المرامي ) (pdf)ة  الي الةثلفي الاحممللطي .ق.ط  لمق ط

BSS لأ مات المحقاق ماة ما حطي هاذه المقنطاي رااللمحقق ماة قا ةمال عااي ا امةةلم االالةاط المراماي طقطاال)
م  المأة  مة ا م ل ص المم ة رلة  مضر.ق ر .ة ية طة.ة هنللك يي م ا.ملط مم.فةص رطم.ص نالت 

اطمرالة ر اطق الطاقلأ . ق  يةةطط ال  ط  مة المةلةب لامحقق مة قا ةص المقنطاي المطا.قاي طقطال ما  إةاةا  
 لأ    ل  مق لطي لامحقق مل إذا ةلة ح   فم  ملت يت لا

 

 
 


