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Abstract 

Sample size determination is often important step in planning a statistical 

study.  Studies that are too small sizes of samples may lead to inaccurate results 

but studies that are too large sizes of samples may waste time and resources. 

Because the appropriate sample size determination depends on the type of data 

being collected of the study (categorical or continuous) and the purpose of the 

study (estimate or test).  Therefore, in this paper we discuss the important factors 

that affect on calculating the appropriate sample size.  These factors, include: the 

type of data, level of precision, the confidence level, the degree of variability, 

effect size, type I error, Type II error, significance level,  power of the test and 

other factors. Also, we discuss and illustrate the different procedures (formulas) 

for sample size calculation.    

Keywords: Sample size, level of precision, Type I error, significance level, 

confidence level, Type II error and power. 

Introduction 

One of the most frequently asked question in survey statistics is, 

"what sample size do I need?". The answer is very important because 

the adequate sample size determination plays an essential role in all a 

statistical studies and it is the most important design decision that 

faces the researchers (McClave et al, 2001). 
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The sample size (n) can be defined as the number of units in a 

group under study. An adequate sample size allows the researcher to 

report his results with sufficient degree of confidence and acceptable 

statistical power and helps ensure that the study will yield reliable 

information, interpretable results and minimizes research waste, but 

with inadequate sample size, making the interpretation of negative 

results difficult and yielding statistically in conclusive results. 

In addition to, sample size is important for economic reasons: an 

undersized study can be waste time and resources without to produce 

useful information, while an oversized study uses more resources than 

are necessary. Most of statistical studies are always better when the 

sample size is adequate relative to the purpose of the study (Russell, 

2001). 

To avoid undersized and oversized studies, must be calculating of 

the adequate sample size, but before calculating the sample size of the 

study, we must answer to some the following questions: 

- What is type the collective data of the study? 

- What is the purpose of the study? 

- How many samples will you calculate? 

Because the answering on these questions was related to the important 

factors that affect on calculating of the sample size.  Therefore, in this 

paper we focus on discussing of these factors. Also we discuss and 

illustrate the different formulas for sample size calculation and present 

some examples to show how to calculate the sample size? 
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 Factors that affect on the sample size calculation : 

There are several factors must be take in consideration when the 

sample size determination, knowing these factors and their effect 

helps the researcher to determine the appropriate the sample size of 

the study. These factors can be summarized as follows: 

(1) The type of collective data of the study. 

The statistical methods of sample size determination depend on 

the type of data being collected. If the data are continuous, our 

concern will be about studying the means, but if the data are 

qualitative (categorical data), our concern will be about studying the 

proportions (Ralph et al, 2002). 

(2) The level of precision. 

The level of precision refers to the survey error or the sampling 

error.  It is defined to be the difference between the parameter of 

population and the sample statistic that associated with this parameter. 

The level of precision is inversely proportional with the sample size. It 

means, the lower the precision level, the more sample size will be 

needed to reach the goal.  This level is often expressed in percentage 

(such as  5% or  7%).  Note that, while determining the sample size, 

the level should be as low as possible without increasing the sample 

size to more than your resources will allow (Chadha 2006- Israel, 

2009 ). 
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(3) The confidence level. 

The confidence level is necessary when the results will be 

presented using confidence intervals.  This level indicates to the 

probability value that the sample contains the parameter being 

estimated.  Common confidence levels used in most of studies are 

90% or 95%. If 95% confidence level is selected, this means that, if 

you repeat the experiment 100 times, there are 95 out of 100 times 

will have the true value of population parameter within the range of 

precision prespecified. The confidence level is directly proportional 

with the sample size. That is, the higher the confidence level 

predetermined, the larger the sample size will be needed to achieve the 

purpose of the study (Rahul, 2007). 

(4) The significant level 

The significant level refer to the probability of detecting a 

statistically significant difference that is the result of chance in other 

words, this level determines the probability of obtaining an 

erroneously significant results. Also, this factor refers to the maximum 

P-value for which a difference is to be considered statistically 

significant. The significant level is inversely proportional with the 

sample size, as this level is decreased; the sample size is needed to 

detect the difference increased. The level of significant is most 

commonly set a 5% or 1% chance of erroneously reporting a 

significant effect (Jan et al 2003). 
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(5) The effect size. 

The effect size (minimum expected difference) is the smallest 

measured difference between comparisons groups that the researcher 

would like the study to detect.  It measures the distance between the 

null hypothesis and a specified value of the alternative hypothesis. 

The effect size has a reverse relationship with the sample size. It 

means, the smaller the minimum expected difference is 

predetermined; the larger sample size is needed to detect a statistical 

significance.  Note that, estimation of the quantity of effect size is not 

always straight forward because the setting of this factor is subjective 

and based on experience with the problem of the study. There are 

different ways to calculate effect size depending on the evaluation 

design you use, general size is calculated by taking the difference 

between the two groups and dividing it by the standard deviation of 

one of the groups (Adcock 1997, and Eng 2003). 

(6) The degree of variability. 

The degree of variability in the variables (attributes) being 

measured refers to the distribution of variables in the population. The 

more heterogeneous a statistical population (the more the degree of 

variability), the larger the sample size required to obtain level of 

precision. The more homogeneous a population, the smaller the 

sample size. This factor is considered a vital component of the sample 

size determination and is represented by the expected variance in the 

primary variables of interest in the study. Cochran(1977) listed several 
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ways of estimating population variance for sample size determination: 

1) Use pilot study results; 2) Use data from previous studies of the 

similar population; 3) Estimate or guess the structure of the population 

assisted by some logical; 4) the standard deviation(σ) =(R/4), If our 

data are normally distributed or (σ) =(R/6), when the data we are 

dealing with are not normally distributed , where R is the range of the 

data  (Kasiulevicius 2006). 

(7) Type I error ( error). 

Type I error is the probability that difference revealed by 

statistical analysis really do not exist or is the probability of rejecting a 

null hypothesis (H0) even though it is true, this mean that,  error 

measures the probability of making this false – positive result (=P 

(reject H0 \ H0 True)). The  error is inverse relationship with the 

sample size.  That is, the lower the  error is set, the more sample size 

will be needed to reach the goal of the study.  Common type I error 

that used in determining the adequate sample size in most statistical 

studies is either 5% or 1% (Kenneth and Daviad; 2005) 

(8) Type II error ( error). 

Type II error occurs when statistical procedures result in a 

judgment of no significant differences when these differences do 

indeed exist or is the probability of accepting a null hypothesis even 

though it is false (=P (accept H0 \ H1 true)), where H1 is alternative 

hypothesis). This means that, the type II error measures the probability 

of this false – negative result.  The  error has a reverse relationship 
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with the sample size. That is, the smaller the  error is predetermined, 

the greater sample size is needed. A common  error that used in most 

statistical studies is 20% (Eng, 2003 – Jones et al 2003). 

(9) Statistical power (1 - ) 

The power of a statistical test derives from the  error; it is the 

complement of  (1 - ) and represents the probability of avoiding a 

false – negative result. This means, the  error is the probability of 

rejecting a false null hypothesis (=P (reject H0 \ H1 true)). Also the 

power is defined as its ability to detect a true significant difference 

between the two different groups, when the differences in fact exist. 

The power of a test has a direct relationship with the sample size. That 

is as power is increased, the sample size increases. The power is 

affected by many factors: the significant level (direct relationship), the 

effect size (direct relationship) and the sample size (direct 

relationship). The power also depends on whether one – sided or two 

– sided test is to be performed and the variability of the data under 

study. The statistical power is customarily set a number greater than or 

equal to 80%. A power of 80% means that the researcher is correct 8 

items in 10 when accepting his result (Elise and Jonathan 2002, 

Chadha 2006). 

(10) Others factors 

There are other factors must be take into consideration when the 

sample size determination. For example, 
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- The sampling design 

Note that, the approaches used in determining sample size in this 

paper have assumed that a simple random sample is the sampling 

design. More complex design, e.g., stratified random samples must 

take into consideration the variances of subpopulations. 

- The sample size formulas provide the number of responses that 

need to be obtained. Many researches add 10% to the sample size 

to compensate for persons that researcher is unable to contact. Also 

the sample size often increased by 30% to compensate for non 

response (Israel, 2009). 

Formulas for sample size determination: 

There are several approaches to determine the sample size, these 

include using a census for small population as the sample, imitating a 

sample size of similar studies, using published tables and applying 

formulas to calculate a sample size. The best approach to determine 

the sample size is the application of one of several formulas. by using 

approach applying formulas, there are two approaches to sample size 

calculations : the first is a precision – based sample size calculations 

and the second is the power – based sample size calculations. 

First: Precision – based sample size calculations in the case of 

continuous data. 

1 - Sample size for the estimation of the mean (). 

Where attention is concentrated on parameter estimation rather 

than hypothesis testing, the problem is to determine the necessary 

sample size to estimate a mean by confidence interval guaranteed to 
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be no longer than a prescribed length. If the population variance (
2
) 

is known, the Z-statistic for the standard normal distribution may be 

used and the d is a half the confidence interval width (sampling error 

or absolute precision), then, a 100 (1 - )% confidence interval for  

is : 

 

 

 

Where X is a sample mean (the estimated value of ),   is the         

upper quantite of the stand normal and d is the level(absolute) 

precision. The sample size needed is (McClave et al 2007) 

   

 … 1 
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Also, we can calculate the sample size based on the coefficient of 

variation (CV = S / X, where X is a mean of a pilot sample). The 

sample size needed in this case is : 

 

… 4 
  

Example : what is the sample size needed to estimate the population 

mean within d = 2 of the true mean with 95% confidence if a) the 

variance population = 8. b) There is a pilot sample with size = 5 and 

values are 5, 2, 3, 7 and 8. 

Solution : 

a) 

b)  t.025,4 = 2.77  ،   S2
 = 6.5     

 
 

 

  

Note that, by using iterative approach, we found that the sample size 

  is approximate equal to                          . 
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… 5 

 

 

where N is a population size. 

The previous method in (1) and (2) can be applied to estimate a mean 

difference based on paired samples (d).  The sample size required is: 

 

… 6 

 

Where σ
2

d is the population variance of the differences and S
2

d is the 

sample variance of the paired samples 

2)  Sample size estimation for the comparison of two means: 

Assume that n1 = n2 = n, independent samples, normal populations 

and a common population variance                     , a 100 (1-)% 

confidence interval for μ1 – μ2 is : 

 

  
 

Then, the sample size needed is … 7 
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Solution :  

 

If               and unknown, then we estimated these variances, by using 

a two pilot samples with sizes                  (each sample size is large) 

and with variances    

 

 

… 9 

where 

 

but, if each sample size is small, then the sample size required is : 

…10 
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Second : Precision – based sample size calculation in the case of 

Categorical data. 

(1) Sample size for the estimation of the population proportion (P) : 

when the population size is infinite or unknown, population is 

normal, the population proportion (P) is known from the previous 

similar studies, Then a 100 (1 - )% confidence interval for P is 

given by : 

 

 

Where     is the estimated value of P (sample proportion) 

Then, the sample size required is (kasiulevicius et al 2006, Geoffery, 2009) : 

 

… 13 

 

Where d is the level precision 

Note that the determination of the needed size depends on P. in most 
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P= 0.5, since it will give us the most conservative estimate. The 

sample size required is : 

 

… 15 

Example : A study is run to estimate the proportion of women who 

smoke in a certain city. The study involved a random of 

100 women, and reported that they were smokes. 

Suppose that we wanted the estimate to be within 3% of 

the true proportion with a 95% confidence level. 

Determine the sample size required? 

Solution :       from pilot study 
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(2) Sample size estimation for the difference between two population 

proportions (P1 – P2) : 

Assume that n1 = n2 = n, Normal populations, independent samples 

and P1 and P2 are known from the previous similar studies, Then the 

sample size required is (Chadha, 2006) 

 

… 16 

 

If no pilot study, use P1 = P2 = 0.5, Then the sample size is: 

 

…17 

Example : The desired margin of error = 5% with 95% confidence. 

If the P2 = 0.3 and P2 = 0.25 from a pilot study, then 
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calculations relate to hypothesis testing.  The most frequently used 

formulas can be summarized as follows: 

1 - Sample size determination for testing a population mean (). 

Let  is the true population mean, which can be estimated sample 

mean X.  if the test is two – sided, then the hypotheses of interest 

are given by : 

H0 :  = 0     VS    H1 :   0    or    H0 :  = 0   VS  H1 :   0 

Where  =  - 0 is the difference between the true mean and the 

reference value (the expected mean difference or effect size). For 

a given level of significance () and the population variance 
2
, 

the null hypothesis H0 is rejected if        under the 

alternative hypothesis H1, the power (1 - ) is equal to   

where  (Z) represent the area under the curve to the left of Z on 

a standard normal curve (a cumulative function). 

The sample size needed for achieving the power can be obtained 

by solving the following equation (Chow et al, 2003). 
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and    

 

If the test is one – sided, the sample size needed by using the same 

previous method is given by : 

 

… 19 

Note that, if 
2
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- If the test is two – sided 

 

- If the test is one – sided 

 

 

(2) Sample size determination for testing the difference between two 

population means. In this case, the parameter for interest is given 

by 1 – 2, which can be estimated by X1 – X2. Assume that n1 = 

n2 = n, independent samples, normal populations and a common 

population variance                       . The hypotheses of interest are 

given by: 

H0 :  = 0      VS      H1 :   0 

Where  = 1 – 2 (minimum expected difference). For a given , H0 

is rejected if 
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Then, the sample size (in each group) … 22 

 

or n (in each group, one-sided test) = … 23 

 

Example : assume that 1 = 2 =  = 8 ,  = 5%,  = 10% and the 

minimum difference we wish to detect between the two 

means () = 2.  we have 

n (two – sided) = 

and n (one – sided) =  
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… 24 

or in one sided – test 

… 25 

If               and unknown, then by using a pilot samples to estimate  

and      . When a pilot samples with sizes      and      and each is large, 

sample size. Needed is given by : 

n (in each group) =                          (two-sided test)  … 26 

and  n (in each group) =                          (one-sided test)  … 27 

where 

but if each sample size is small, then the sample size required is 

(Wei et al 2010l; Chow et al 2003) :  
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when                and unknown, and using a pilot study with each 

sample size is large, the sample size is : 

 

(Two – sided test) … 30 

and 

(one – sided test) … 31 

but each a pilot sample is small, the sample size required is 

(David and Anthony, 2004) : 
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Fourth : power-based sample size calculations in he case of 

categorical data. 

(1) Sample size determination for testing a population proportion. 

Let P is the true population proportion which can be estimated by   

.for a given significance level  and the population proportion P from 

a previous study is known.  The hypotheses of interest are given by : 

H0 :  = 0        VS        H1 :   0    (Two – sided test) 

Where  = P – P0 is the parameter of interest (difference between the 

true proportion and reference value). The H0 is rejected if 

. under the H1, the power 

The sample size needed can be obtained by solving the following 

equation (Chow et al, 2003) : 

which leads to 
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(2) Sample size determination for testing the difference between two 

population proportions. 

In this case, the parameter of interest is given by P1 – P2 which can be 

estimated by        .To calculate the sample size needed to the 

difference between two proportions (two binary variables). We 

assume that the samples are independent and because the sample size 

in the two groups are equal, the average proportion is P = (P1 + P2)/2. 

Under these assumptions, the binary variable has a binomial 

distribution, the samples size for each the two groups is given by 

(Geoffrey, 2009) 

 

(Two-sided test) … 36 

or 

(one-sided test) … 37 

 

This simple formula uses the same variance under both H0 and H1. if 

the variances differ, there is a more accurate formula is given by : 

 

(two-sided test)   …38 

or 

(one-sided test)  …39 
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Note that, these formulas does not include a continuity correction 

(bring a normal distribution in closer agreement with binomial 

distribution) applying the correction, the sample size needed is given 

by (Fleiss et al, 1980) : 

 … 40 

 

all the previous formulas for testing P1 – P2, we can be approximated 

as the following formula (Elise and Jonathan, 2002) : 

 

(two – sided test) … 41 

or 

 

(one – sided test) … 42 

 

if the two samples are net equal, let n1 = Kn2, then the sample size is 

given by : 

 

… 43 

 

or 

… 44 
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Example : Suppose, we wish to design a study to compare two 

treatments. A two – sided test is planned at a 5% 

significance level. Based on a pilot study, P1 = 0.20 and 

P2 = 0.10. What is the sample size would be needed per 

group to detect the difference between P1 and P2 with a 

90% power ? 

Solution 

- by using 

where  

- by using 

 

 

 

- by using 
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Fifth :  Sample size determination for more complex study design 

- For example, comparison of k groups (one – way ANOVA). 

Consider first the comparison of k treatments with n subjects 

studied in each. Let 1, 2, …, k denote the k underlying means, 


2
 denote the assumed common variance, and assume that the 

subjects in each group are independently and normally distributed. 

The following hypotheses are usually considered : 

H0 : 1= 2 = … = k   VS    H1 : i ≠ j     1  i < j  k 

For a given , the H0 is rejected if 

Where SSB is the sum squares between treatments, SSE is the sum of 

squares error (within treatments) and F,k-1, k(n-1) denote the  upper 

quantile of the F distribution with (k-1) and k (n-1) degrees of 

freedom. 

Under the H1 the power is equal (approximated) (Chow et al, 2003). 

 

  

Where 
2
 can be estimated by                               and 

2
,k-1 represents 

the  upper quantile for a 
2
 distribution with k-1 degree of freedom. 

Under the H1, nSSB / 
2
 is distributed as a noncentral 

2
 with (k-1) 

degree of freedom and the noncentrality parameter  = n , then the 

sample size needed (in each group) is given by 

 

… 45 

)1n(k,1k,F
)1n(K/SSE

1K/SSB
F 






   2
1k,

2
)1n(k,1k, nSSBPFFP

 

)1(/ˆ 2  nkSSEσ




n



 27 

 

where  

 

 

 

and the value of  can be obtained by solving the following equation 

 

where                 is the cumulative distribution function of the 

noncentral 
2
 distribution with (k-1) degree of freedom and 

noncentrality parameter . 

- Sample size determination for estimating correlation coefficient () 

let is the correlation coefficient between two variables, say X and Y. 

For testing the hypotheses H0 :  = 0 VS H1 :   ≠ 0 the test statistic 

is of the fisher's Z transformation can be written as : 

 

where r is the estimate of the correlation coefficient between X and y. 

it can be show that t is normally distributed the sample size needed is 

given by (Hsieh et al 1998) 
 

… 46 
 

 

 

Note that, the sample size in equation 46 is the same the sample size 

needed for a simple linear regression model. 
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Example : the sample size required to detect a correlation coefficient 

of 0.7 at the significance level of 5% and power 80% is 

 

 

- Sample size determination for multiple regression model. 

For multiple regression, the formula used to determine the planned 

sample size depend on confidence intervals around population 

regression coefficient j (we use standardized regression 

coefficient), which can be written as follows: 

 

 

J = 1,2, …, p 

 

Where P is the number of predictors variables.  R
2
 : the coefficient of 

determination and      is the coefficient of determination in the 

regression of predictor variable Xj on the remaining predictors 

variables (p-1) of the model (Green 1991, Scott 2000, Ken and Scott, 

2002) by using        instead of                 (this approximation lead to 

increase in precise of estimates), then the previous equation become 

as follows : 
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Let,                                                 where d is the desired half-width of 

confidence interval. By solving this equation for n, then the sample 

size needed is given by : 

… 47 

  

Also, Tabachnick and Fidell (2001) used the following rules to 

determine the sample size : 

- A rule of Thumb for testing β's is given by : n  104 + P      … 48 

- A rule of Thumb for (forecasting) testing R
2
 is : n  50 + 8P  … 49 

- If you are using stepwise regression                : n  40 P       … 50 

- When the dependent variable is skewed, the sample size needed is 

given by : 
 

… 51 

  

where f
2
 = .01,0.15 and 0.35 for small, Medium and large effect size. 

 Example: If P =2, then the sample size for (structural analysis) 

testing β's is n ≥ 106 observations, the sample size for (forecasting) 

testing R
2
 is n ≥ 66 observations, the sample size for using stepwise 

regression is n ≥ 80 observations and when the dependent variable is 
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skewed, the sample size needed if f
2 

= 0.02 , 0.15 and 0.35 is 401 , 55 

and 24 observations  respectively 

- Sample size for logistic regression model. 

Let the simple logistic regression model is log (P/1-P) = 0 + 1 X, 

where Y is the binary response variable (Y = 0 or 1), X is the 

predictor variable, 1 is the regression coefficient (is the change in log 

odds for an increase of one unit of X) and P = prob [Y = 1]. To test 

H0: 1 = 0    VS    H1 : 1 = 
*
 where 

*
 ≠ 0. when X is the continuous 

variable, the sample size required is given by (more details in Hsieh et 

al 1998). 

… 52 

 

where 
*
 is the effect size and P1 is the event rate at the mean of X. 

if X is the binary variable (X = 0 or 1), the sample size is given by : 

 

… 53 

 

where P = (1 – B) P1 + B P2 is the overall event rate, B is the 

proportion with X = 1, P1 and P2 are the events rates at X = 0 and X=1 

respectively. 

In a multiple logistic regression model, the sample size needed is 

(approximate) 

…54 
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Where p is the number of predictor variables,      a multiple 

determination coefficient relating X1 with X2, X3, …, XP and np and n 

are the sample sizes required for a logistic regression model with p 

and 1 variables. 

 

Conclusion: 

The calculation of the adequate sample size plays on important 

role during the design stage of all statistical studies and allows to 

ensure the validity results of studies. in this study, we discuss that the 

accuracy of sample size calculations depend on a set of factors 

including, type of data, effect size, significant level, level of precision, 

type I error, level of variability, type II error, confidence level, power 

of test and other considerations. Knowing these factors and their 

effect help us to determine the sample size needed.  Also we discuss 

and reviews many of procedures that used in calculating the sample 

size for continuous and categorical data, and procedures for determine 

the sample size for complex situations (for example one – way 

ANOVA, Linear regression (simple and multiple), and logistic 

regression (simple and multiple)). Unnecessary large sample size is a 

huge waste of the resources; therefore, the objective of the sample size 

calculations is to select a minimum sample size for achieving a level 

of precision or desired power of test. In this study, we didn't take the 

cost factor into account when the sample size is determined.  Thus, we 

2
...23.1 p

R
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recommend this factor to be taken seriously because of its importance. 

Finally, whatever the used formula in determining the sample size, the 

researcher must to be convinced by the data collected for study to 

obtain satisfactory results. 
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