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Efficient Public key encryption with key word séa(EPEKS) enables
user Alice to send a secret key to a server thihtewable the server to
locate all encrypted messages containing the keywart learn nothing
else. We have already published a previous papgaiing this scheme
the Efficient Public Key Encryption with Keyworda8# (EPEKS). In

this paper, we focused on the relationship betwten security and
(EPEKS). Firstly we briefly review the constructia this scheme
(EPEKS). (EPEKS) doesn’t base on Identity Basedyption or pairing

which was used in the construction of the (PEKSY fbroposed in
Boneh'’s paper and other papers; it is based on iUty Cryptosystem.
Secondly, we explained and compared between previublished
papers and clarified the relationship between siguand (EPEKS).
Finally, we mentioned the encryption mechanismangigg the system.

KEYWORDS: EPEKS, Encryption email, Hash function, Mail server
Refreshing keywords, Security.

1. INTRODUCTION

1.1 Basic Concept

In [1] EPEKS realizes the following scenario. Supp@lice, who is a manager of a
bank, is having a holiday and away from work. Shequipped with a smart phone that
can be used to check her important emails, in tteege is an urgent email that requires
her attention. In this scenario, Alice should bledb select her important emails to be
read during her holiday, but not all of them. Dadfte importance of her email, all the
emails sent to her will be encrypted using her joukéy. This ensures that nobody
else, other than Alice, will be able to retrieve #mails directed to Alice. To enable
Alice to select her important emails, she must sefidashed value” to the server, so
that the server can use this information to seleetemails that Alice wants to read.
For instance, assume that the keywdfds known by both the sender “Bob” and the
receiver “Alice”, and a variable valuewill be created by Bob. Botthe keywordwW

and the variable valuewill be conjunct, hashed and sent by Bob. Bob wdikie to

send an email to Alice, he encrypts his email d&edviariable value by using Alice’s

Public Key, and appends the hashed value to thdtiresciphertexts. The ciphertexts
and the hashed value will be saved in Alice’s mailver. When Alice wants to read
any urgent emails, she will send a request to thié server regarding the new emails.
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The mail server will reply by sending the encryptariable value. Alice will
decrypt the variable value by using her private key, conjunct both the known
keywordW and the decrypted variable valueand hash them to get the hashed value
that will be sent to the mail server to get therappate email.

In short, EPEKS provides a mechanism that allowiseAto have the emalil
server to extract emails that contains a partickégmword by providing a hashed value
corresponding to the keyword, while the email sedaesn’t learn anything else about
the email.

In this paper, we focused on the relationship betwsecurity and EPEKS. We
mentioned some encryption mechanisms and clarifiedsecurity level of EPEKS
based on their definitions.

1.2 Related work and our Contributions

There are few papers directly related to Publicrigsteon with keyword Search PEKS.
In [1] the author built a new EPEKS scheme basedPablic key Encryption.
However, PEKS was first introduced in Boneh [2]d dater improved in Baek [3], Gu
[4], and Khader[5]. The works in [2, 3, 4 and 5]pdad mainly on Pairing Based
Cryptography, and Identity Based Encryption IBE.

In [1] the author presented scheme called EPEKSevAkce sends secret key
to the receiver in order to get the original entegpmessage from the mail server
which stores all the incoming messages from thelexeBob. Once Alice receives a
notification from the mail server stating that #hés a message waiting for her, she
sends the secret key to the mail server. The skeystcome in the form of some kind
of data that is used to test the existence of kegsvavithin an email without revealing
any other information. The author clarified thewséyg of the system by adding some
functions to the system which are: Refreshing Kegysoand Handling Multiple
keywords search. In [2] the authors presented gérseheme called PEKS where
Alice gives trapdoors for the words she wants theway to search for. In practice,
the system will be used over many rounds. The seviaech received the trapdoor for
a keyword W can store the trapdoor and use it aonlall future emails with that
category. One can assume that the server cannobmzentrapdoors but this is a very
restrictive assumption and not easy to implemenpriactice. The paper does not
specify what happens if the server memorizes tgdtior information related to the
keyword sent by Alice, and the protection agaih& situation is not discussed. In [3]
the authors mentioned that some search will be dyneultiple keywords, but they
didn't discussed how one can formalize the conoépite multiple keywords search,
and create the PEKS cipertexts for multiple keywoid [3] the authors pointed out
two features that were not covered in [2]. Thetfose was the ability to search for
multiple keywords. The second one was the requineénaé secure channels, for
sending trapdoors. However, in [3] the authors ioeed that there were open
problems, such as the design of the PEKS, and e tov find an efficient and
convenient way to refresh keywords. In [4] the authpresented PEKS based on
pairing, and their paper provided a discussion@naving the secure channels from
PEKS, and presented secure channel free PEKS] thd5author mentioned that the
security of her new scheme was proved by showiag tihe use of Identity Based
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Encryption IBE has a notion of key privacy, besitieshe modifications which were
done to enable multiple keyword searches, and rertfte’rneed of the secure channels.
In [2-5] the authors mentioned that Public key gption with keyword search

PEKS based on the pairing scheme. ConstructingksSRE& related to Identity Based
Encryption IBE, though PEKS seems harder to coostiThey showed that PEKS
implies Identity Based Encryption, but the convéasseurrently an open problem.
In this paper, we discuss the following issues:

1- Brief description for the construction of EPEKS acte.

2- Security and EPEKS.

3- Encryption mechanisms and EPEKS.

4- Neither secure channel nor pairing has been disdusghis paper.

2. PRELIMINARIES

In this section we will go through brief descrigtifor the construction of EPEKS
scheme.

2.1 Definitions of EPEKS

An encrypted email is sent from Bob to Alice. Treteyvay wants to check whether a
certain keyword exists in an email or not. Nevddbe Alice doesn’'t want the email to
be decrypted by anyone except her, not even themnvgat This is a scenario where
efficient public key encryption with keyword seaf€eREKS is needed.

In our new scheme, three parties called "sendezteiver”, and "server" are
involved. The sender “Bob” is a party that creaded sends encrypted message and
variable value which we call "ciphertext". The sarvmail server” is a party that
receives the encrypted message and variable vaipbettext”, stores them in its
database, and performs search upon receiving these “check for new mail” from
the receiver. The receiver “Alice” is a party tisgnds the requests “check for new
emails” to the server to get the required data. @dlew diagram describes the process
in a simple steps. See Fig.1.
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Fig.1 The parties of the new scheme EPEKS
A: The encrypted message “email” is sent by Bob.
B: The request “Check for new Emails” is sent bicél
C: The required data “new emails” is sent by thd sever.
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2.1.1 The sender party has the following elements:

1- The encrypted messagd)

2- Sender's public key (Alice's public ki&yJ,)

3- The chosen keyword/), the keyword is known for both the sender and the
receiver.

4- Hash functionlif).

5- Variable valuen).

2.1.2 The mail server

Contains a database which consists of the encrygtesdl Ekua(M), the hashed value
H(WI||r), and the encrypted variable value Ekua(r).

2.1.3 The receiver party has the following elements:

1- Receiver's Private Key (Alice's private KER,).
2- Hash function ).
3- The chosen keyword\).

2.2 Construction of EPEKS

The below section describes the construction of ERPbyY using both RSA as
cryptography algorithm, and hash function as autbation function. The below
section explain the EPEKS scheme in two stages. fifbiestage is the encryption
process, and the second stage is the decrypticesso

2.2.1 The Encryption Process

The encryption is the first stage in our schemel ins done by the sender “Bob”
under the receiver’s “Alice” public key.

A) The Sender Party

Assumptions:
1- The keywordW is known by both the sender “Bob”, and the reaehidice”.
2- By using RSA algorithm, public kegU and private keXR are known by
Bob and Alice.
3- The variable secret valugs chosen and known by “Bob”.
Consider Bob sends an encrypted message to Akagg hier public key KUa.
Let the keyword W. This keyword will be added te trariable value r. Assume r is a
number, such as 10. The variable value r plus dysvard will be hashed by the hash
function.
It is important to hide r from the mail server anoim anyone wants to reach
Bob's encrypted message, however Alice must knasvvriable value so as to get
Bob's encrypted message.
To solve this problem, Bob encrypts r under Aligeisblic key. Therefore,
Alice will be the only one who can decrypt r andalees Bob's encrypted message.
Therefore, the three outputs from the encrypticgestare: the encrypted
message Ekua(M), the encrypted variable value Ekuahd the hashed value
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H(W]|10). The outputs will act as inputs to Alice'sil server as shown in Fig.2. Note
that r could be either a number or a word. In ttisument, r has chosen as number in
section 4, and 5.

So to send a message with keyw@/(Bob sends

X1 = Exua[ M]
X2 =H [W][r]
X3= Exualr]
X = x| )Xol X3
X = Exua[M] || HW|[r ]| Eualr] 1)
- N
M » E .
[
< E

Mail Server

Fig.2 Sender Party

B) Mail Server Party

The mail server receives Eq.1 as input. Assumettigamail server database divided
into four columns: sender column, the encryptedsags column, the hashed value
column, and the encrypted variable column. Eachevalill be directed and located in
its appropriate column (this behavior is done by thail server itself, and it hasn’'t
been discussed in this document). We assumed gns#ttion that the database has
only one data value (one email) related to “Bob’slswn in table 1. In this document
we ignored the mail server application type.

The mail server stores these inputs in its databadegets ready to perform
search upon receiving the request (check for neails)rfrom the receiver to send her
the encrypted variable value as shown in Figure 3.

Table1 Mail Server Database

Encrypted Encrypted
M essage Hashed Values Variable Value

Bob Exua[M] H[W][r] Exualr]

Sender
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A
<Request (Checking for new emails)

S
o
% | @
Mail Server | Exualr]
Alice

Fig.3 The communication between the Mail ServertheoReceiver

2.2.2 The Decryption Process
A) The Receiver Party

Alice sends a request to check for her new emtiésmail server replies by sending

the encrypted variable value EKUa [r]. Alice dedsyfhe r by using her private key

DKRa [r]. She adds the variable value to the kn&eyword and hashes them by using
the hash function to get the hashed value H [\ Alice sends the hashed value to the
mail server to be compared with the one which ves$ By the “Bob” and stored in the

mail server database as shown in Fig.4

Extalr]
RR, Hl
W N
Alice Mail Server

Fig.4 The Decryption Process at the Receiver Party
B) Mail Server Party

The hashed value received by the mail server. Thim mole for the mail server is

searching for any matching in its database reggrtiie hashed value. If the server
found the exact hashed value which Alice asked floe, server would send the
encrypted message to Alice, otherwise the mailesemould send a message asking
Alice to try again as shown in Fig.5.
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Fig.5 Matching process in the Mail Server

Due to the first assumption that the mail servéalgiase contains only one data
value (one email), then Alice will receive Bob’s @mand won't get “Try again”. In
[1] is more instance than this section.

3. SECURITY AND EPEKS

In [2], the author mentioned that for a PEKS todomsidered secure he needed to
guarantee that no information about a keyword veated unless the trapdoor of that
word is available. To define security against ativacadversary A he used the
following game between A and challenger.

— CKA-Setup: The challenger runs the key generatilgordhm and gives the
Apub to adversary A and keeps Apriv to itself.

— CKA-Phase 1: A asks the challenger for trapdoorsesponding to keywords of
its choice.

— CKA-Challenge: The adversary decides when phasels. & hen it chooses two
words WO0,W1 to be challenged on. The two words khoat be among those for
which A obtained a trapdoor in phase 1. The chg#ermpicks a random bit B
{0, 1} and gives attacker. C = PEKS (Apub,Wb).

— CKA-Phase 2: A asks for more trapdoors like in ghasfor any word of its
choice except for the WO, W1.

— CKA-Guess: A outputs its guess of b' and if b' #hht means A guessed the
encrypted message and the adversary wins.

He said that the scheme is secure against a clkegamord attack (CKA) if A
has a low advantage of guessing the right wordgbentrypted.

He proved that this system is a non-interactivecbedole encryption scheme
semantically secure against a chosen keyword aitattie random oracle model. The
proof of security relies on the difficulty of theiliBear Diffie-Hellman problem
(BDH). Indeed, it is currently an open problem tailth a secure IBE, and hence a
PEKS, without the random oracle model. In [3] thars used the security notion for
PEKS schemes, “indistinguishability of PEKS agaictsbsen keyword attack” which
was introduced in [2] to present important issusgarding PEKS, which were not
addressed in [2] paper which are: Refreshing kegsjoRemoving Secure Channel,
and Handling Multiple keywords. Firstly, the autltiscussed the refreshing keywords
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issue and he presented a method which makes #hefsizkeyword space infinite and
makes it useless for the server to keep trapdétesce, the security notion for PEKS
scheme IND — CKA, now becomes meaningful in realgcondly, In the PEKS
scheme in [2] there is a need to have a securenehbatween Alice and the server, so
that an eavesdropper (Eve) cannot get hold ofripElbors sent. No one but the server
should be capable of testing emails for certainkkags. This is one of the drawback
that the authors of [3] tried to solve by genemgtan public and a private key that
belong to the server. The PEKS algorithm was meditio encrypt keywords using
both Alice’s and the server’s public key, while tiesting algorithm needs the server’s
private key as an input. In this way the schemsesure channel free (SCF-PEKS)
because Eve cannot obtain the server’s privatetkeyefore cannot test.

The SCF-PEKS is said to be IND-SCF-CKA secure wihemsures that the
server that has obtained the trapdoors for giveywkeds cannot tell a PEKS
ciphertext is the result of encrypting which keyd/aand an outsider adversary that did
not get the server’s private key cannot distingtiishPEKS ciphertexts, even if it gets
all the trapdoors for the keywords that it querids. proved that IND — SCF — CKA
secure in the random oracle model assuming thaBibE problem is intractable.
Finally, he mentioned that in practice, one maydneerelate multiple keywords to one
message. As Boneh [2] suggested, one can achiege bth simply creating
E(pkR,M)||PEKS(pkR,w1)]|....... [|PEKS(pkR,wn), wheredénotes a secure public
key encryption function, however, that no formdiiza, efficient construction, and
issues related to disjunctive and conjunctive deamere given in [2], and he dealt with
these problems by defining a PEKS scheme with plaltkeywords and defining a
security notion for MPEKS, which he called “indrgguishability of PEKS with
multiple keyword search against chosen keyworctlttiND-SCF-CKA)”. He proved
that IND — MK — CKA secure in the random model asi#g that BDH problem is
intractable. However, at the end of his paper, drecluded that the server’s attack by
storing trapdoors seems to be inherent weakneB&KS. Another open problem is to
find a more efficient and convenient way to refréglguently-used keywords than the
one proposed in his paper. In [4], the author mledifurther IND — MK — CKA
discussion on the notion of SCF — PEKS scheme, gafgmal security model and
presented an efficient SCF — PEKS scheme. The nbense can also be proved to be
secure in the random oracle model. In [5], a ndres® was suggested for conjunctive
search called PECK. The scheme substitutes the P&Elg&ithm with a PECK
algorithm that encrypts a query of keywords. Trating is done with a trapdoor for
each query instead of each word. So Bob sends ieéollowing:

[E(ApuM), PECK@pup (Wi, Wb, ..., Wh))]

She said that the scheme is secure against a ckegaord attack (CKA) if
an adversary has a low advantage in guessing tfmt query of keywords being
encrypted. The author constructed a new schemeRERS) the KResilient Public
Key Encryption with Keyword Search. The new schemeecure under a chosen
keyword attack without the random oracle. The gbilif constructing a Public Key
Encryption with Keyword Search from an Identity BdsEncryption was used in the
construction of the KR-PEKS. The security of theviseheme was proved by showing
that the used IBE has a notion of key privacy. Sihewed that since the PEKS was
built from the KRIBE and KRIBE has key privacy rais then PEKS should logically
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be proved to be secure under a CKA. The K-ResiR&EKS scheme [5] is based on the
Decisional Diffie Hellman problem (DDH). The sedurdf such scheme is based on
the difficulty of solving DDH and whether the ha$imctions used are collision
resistant or not.

In this paper, we haven't mentioned any secure rflanWe discussed
refreshing keywords and handling multiple keywandder chosen keyword attack.

3.1 Refreshing keywords:

In [1] refreshing keywords in our mechanism depeodsumber of variable values
which are: a variable secret value r which willdmEled to the keyword, and a hashed
value, besides each message will has its own Varsdzret value. For instance, find
the below examples.

Example 1: Bob would like to send Alice a message M

Assume Bob and Alice have chosen a keyword W = futrge

Bob encrypts M under Alice’s public key EKUa[M].

Bob chooses and encrypts variable secret valuederudlice’s public key

EKUa[r]. r and W will be hashed by hash functiorBab’s end H [ W ||r ].

Assume that the attacker is the administrator @fmtiail server.

The three values EKUa[M], EKUa][r], and H [ W |wi]ll be sent from Bob to
the mail server and saved into its database asonedtbefore in table 1.

Formally, we define security against CKA using tbkowing game between
EPEKS and the attacker:

1- If the administrator would like to get he needs either Alice’s private key or
he needs to break the hashed value.

2- If the administrator would like to g&, he needs Alice’s private key.

3- If the administrator would like to g&Y¥, he needs to break the hashed value.

M, W, r, and the hashed value are unknown valuesh® administrator. The
administrator will not be able to decrypt r becabsaloesn’t know Alice’s private key,
besides he doesn't have the keyword to be addetbtget the hashed value.

Therefore, the administrator will learn nothing abM, W, r, and the hashed
value. Even if he reach one of them, it will bfidiflt to get the rest.

From the above, we can get that the security of KF?Bystem depends on
number of variables. It is too difficult for anytatker to get all the variables at the
same time to reach the encrypted message. Onescatedhat there is no need for the
refreshing keywords process, because all the Jesadre unknown. Despite of the
unknown variables, we would like to get the higHesel in security by refreshing the
keywords.

Refreshing keywords in EPEKS against CKA has beeovagad in this
document through the below example.

Example 2: Bob would like to send Alice two messalyel,M2 by using the
same keyword.( The below is the second game betiwP&KS and the attacker).

If we assumed that W = Urgent , and r = 10, Bol wa@énd the message
normally as shown in example 1, but if Bob decittedse the same keyword W in the
second message, he will create a new r and thiseidrick. Therefore the second
hashed value will be different from the previoug avhich was mentioned in example
one (1).
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a. LetW=Urgent andWis known by Bob and Alice.

b. Bob encrypts M under Alice’s public keyg[M].

c. Assume eachM has its ownr. [ r; = 10 andr, = 20 for M; and M,
respectively].

d. Bob chooses and encrypts two variable secret valyesid p under Alice’s
public key Eua[ri], and Eya[ral.

e. ry, andr, will be added tdV and hashed by hash function at Bob’s end. H

[Urgent|[10], and B [Urgent|[2Q].

f. Assume that the attacker is the administrator efntiail server.

Bob sent messages to the same receiver Alice, uemgame public key,
using the same hash function, and using the sayme&okd in both messages. If the
attacker would like to get to W, it will be impolkE because he doesn’t know either rl
or r2 to reach the hashed values. In case if leatter r1 or r2, still W is unknown to
get the hashed value. Due to H1 [Urgent ||10] teeqaal to H2 [Urgent ||20], it will be
difficult for the attacker to reach the encryptedssages.

Based on the above, Bob can use W as a keywordasetmme without
effecting the security of the EPEKS scheme. Evahafmail server has the ability to
store large number of hashed values, it won't He &b memorize the hashed value
because they are not equal to each other due teatigble r. Hence the security
method of EPEKS scheme is easy to implement, gfidulli to break under CKA.

3.2 Handling multiple keywords:

Multiple Keyword search in the EPEKS is the capgbibf searching for more than
one word in the mail server database. In [4], théh@ mentioned that multiple
keyword searches in a PEKS is the capability ofcdeag for more than one word
either disjunctively or conjunctively. She contidunat in [2] the only way to do this
is to search for each word separately and thenhdodisjunctive or conjunctive
operations on the result testing algorithm. In pemnt of view, this technique is
impractical when it comes to a large number of kayls on one conjunctive search
request, because every email is searched for esiegle keyword. She suggested a
new scheme for conjunctive search called PECK. Shieeme substitutes the PEKS
algorithm with PECK algorithm that encrypts a quefjkeywords. The testing is done
with a trapdoor for each query instead of each wSie said that the scheme is secure
against a chosen keyword search attack (CKA) ida@versary has a low advantage in
guessing the right query of keywords being encgpte

We presented the above opinion for the related svadgarding multiple
keyword searches, however, in this document weqeeg different mechanism which
is not related to the previous works. The belowngxa explains the multiple keyword
search process.

Example3: Bob would like to send Alice a messadeavith two keywordsw,, andW,
a. Assume Bob and Alice have chosen two keywowis = Urgent W, =
Important.
b. Bob encrypt3vi under Alice’s public key [Ea[M].
c. Bob chooses and encrypts variable secret valuender Alice’s public key
Exualr].[ assume = 10]
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d. Each W) will be added tor) and hashed by the hash function at Bob’s &hd
[WL 1], and H [W; |F1 ], then the hashed values arelWtdent|[10], and H [
Important|[10].

EKUa[M], H [Urgent |[10 ], H [ Important ||10 ], @fEKUa[10] will be saved
in the mail server database. Alice will send a esfjasking for new emails. The mail
server will reply by sending EKUa[10] to be decegbtunder Alice’'s Private key at
Alice’s end. Alice will add [10] to [Urgent and Iroptant], and hashed them. If we
assumed that the mail server contains 100 encrygtaails from Bob to Alice, and
Alice would like to search for an important emaila short time. She will send the
hashed values H [Urgent ||10], and H [Importait] [{& reach the encrypted message
quickly.

Based on the above example, we can prove that EREK®nvenient to
handle multiple keywords search, besides the kegsvoould be increased depending
on the known keywords which were assumed betwedn @&al Alice. Besides, the
more keywords will be used in the scheme the moraptex the scheme will be.
EPEKS scheme is secure against a chosen keyworchsattack (CKA) has a low
advantage in guessing the right keywords beingypted. To break the scheme, it is
recommended from the attacker to guess eitheraiedrds or the variable r in order
to reach the encrypted message.

4. ENCRYPTION MECHANISMS AND EPEKS

4.1 Semantic Security

Semantic security is a widely-used definition facugrity in an asymmetric key
encryption algorithm. For a cryptosystem to be sw@mally secure, it must be
infeasible for a computationally-bounded advergarylerive significant information
about a message (plaintext) when given only ithergext and the corresponding
public encryption key. Semantic security considerdy the case of a "passive"
attacker, i.e., one who generates and observegrtgps using the public key and
plaintexts of her choice. Unlike other securityidiéibns, semantic security does not
consider the case of chosen ciphertext attack (C@MAere an attacker is able to
request the decryption of chosen ciphertexts, amaynsemantically-secure encryption
schemes are demonstrably insecure against chophberteixt attack. Consequently,
semantic security is now considered an insufficimamdition for securing a general-
purpose encryption scheme.

In [6] the notion of semantic security was first parward by Goldwasser and
Micali in 1982. However, the definition they inilia proposed offered no
straightforward means to prove the security of ficat cryptosystems.
Goldwasser/Micali subsequently demonstrated thataséic security is equivalent to
the definition of security called ciphertext indigfuishability. [7] This later definition
is more common than the original definition of seti@ security because it better
facilitates proving the security of practical crygystems.

Indistinguishability under Chosen Plaintext Atta@kiD-CPA) is commonly
defined by the following game:

1. A probabilistic polynomial time-bounded adversasy given a public key,
which it may use to generate any number of cipk&stéwithin polynomial
bounds).
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2. The adversary generates two equal-length messagasdmy, and transmits
them to a challenge oracle along with the public ke

3. The challenge oracle selects one of the messagdipping a fair coin,
encrypts the message under the public key, andhsetbe resulting ciphertext

c to the adversary.

The underlying cryptosystem is IND-CPA (and thusmaatically secure under
chosen plaintext attack) if the adversary canntgérdene which of the two messages
was chosen by the oracle, with probability sigmifity greater than 1 / 2 (the success
rate of random guessing). Variants of this defimtdefine indistinguishability under
chosen ciphertext attack and adaptive chosen ¢gptieattack (IND-CCA, IND-
CCA2).

Because the adversary possesses the public emeryay in the above game,
a semantically secure encryption scheme must bynitieh be probabilistic,
possessing a component of randomness; if this matréhe case, the adversary could
simply compute the deterministic encryption of m@daml and compare these
encryptions with the returned ciphertext ¢ to sesfidly guess the oracle's choice.

Semantically secure encryption algorithms includeld@&asser-Micali, El
Gamal and Paillier. These schemes are considemalgy secure, as their semantic
security can be reduced to solving some hard mattieah problem (e.g., Decisional
Diffie-Hellman or the Quadratic Residuosity Probje@ther, non-semantically-secure
algorithms such as RSA, can be made semanticalurse (under stronger
assumptions) through the use of random encryptimtdimg schemes such as Optimal
Asymmetric Encryption Padding (OAEP).

The EPEKS mechanism is secure against passivekeattdmecause the
mechanism goes into three rounds. The first roudgnwthe mail server sends
EApub(r) to Alice (the receiver). At this point,we assumed that the attacker knows
two variables (r1, r2) and we applied the abovegdimen EPEKS is IND-CPA (and
thus semantically secure under chosen plaintexclgttif the adversary cannot
determine which of the two variable values r wiagsen with probability significantly
greater than 1/ 2 (the success rate of random igggs3he second round when the
receiver gets the variable (r) and adds the keywbrdo hashes them to get the
required hashed value and returned the value kbadke mail server. In the third
round, the mail server searches and matches theedhaslue in its database and
returns back the possible encrypted message te.Ahor the attacker to get to the real
message (plaintext), firstly, the attacker musuamsthat he knows the hashed value
which a combination between the variable valued e keyword W. Consequently,
if we assumed that the attacked got the hashe@ ald he would be able to send the
hashed value to the mail server on the receiveztalb to get the message, he must
know the receiver’s private key to decrypt the ragses Secondly, the EPEKS has the
refreshing keywords function which uses differeatues of r for each message per
sender, which means that the attacker needs t& bhikthe hashed values of the real
messages which come from the mail server. The pilityato this assumption is very
week because each message has its own r and Watimcbbthem are variables,
therefore the hashed value won't be constant.lltb@ichanged regarding the changing
of rand W.
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4.2 Chosen-plaintext attack (CPA)

CPA is an attack model for cryptanalysis which press that the attacker has the
capability to choose arbitrary plaintexts to bergpted and obtain the corresponding
ciphertexts. The goal of the attack is to gain sdanther information which reduces
the security of the encryption scheme. In the weeste, a chosen-plaintext attack
could reveal the scheme's secret key.

This appears, at first glance, to be an unrealisticel; it would certainly be
unlikely that an attacker could persuade a humamptagrapher to encrypt large
amounts of plaintexts of the attacker's choosingdéfn cryptography, on the other
hand, is implemented in software or hardware andsisd for a diverse range of
applications; for many cases, a chosen-plaintaatiatis often very feasible. Chosen-
plaintext attacks become extremely important in tbentext of public key
cryptography, where the encryption key is publid attackers can encrypt any
plaintext they choose.

Any cipher that can prevent chosen-plaintext agaskhen also guaranteed to
be secure against known-plaintext and ciphertekt-attacks; this is a conservative
approach to security.

In our paper, we proved that EPEKS mechanism basegdariables of values
r, W and H [r||W]. For the attacker to choose aabyt plaintexts to be encrypted and
obtain the corresponding ciphertexts, the attaokest try to get the variable r which
will be sent by the mail server to the receiverthis mechanism, r changes regarding
the message per sender; therefore, the cipheriéiXbevchanged too. If we assumed
that the attacker would like to get EApub(M), them needs to get the hashed value
which is a variable value per sender as well réggrthe values r and W.

4.3 Chosen-ciphertext attack (CCA)

CCA is an attack model for cryptanalysis in whiche tcryptanalyst gathers
information, at least in part, by choosing a cipérer and obtaining its decryption
under an unknown key. In the attack, an adversasyahchance to enter one or more
known ciphertexts into the system and obtain theulti|ag plaintexts. From these
pieces of information the adversary can attempttover the hidden secret key used
for decryption.

A number of otherwise secure schemes can be ddfeatder chosen-
ciphertext attack. For example, the EI Gamal crsystem is semantically secure
under chosen-plaintext attack, but this semantarsy can be trivially defeated under
a chosen-ciphertext attack. Early versions of R&8dng used in the SSL protocol
were vulnerable to a sophisticated adaptive chogsrertext attack which revealed
SSL session keys. Chosen-ciphertext attacks haygications for some self-
synchronizing stream ciphers as well. Designerdaafiper-resistant cryptographic
smart cards must be particularly cognizant of thetsacks, as these devices may be
completely under the control of an adversary, wéio issue a large number of chosen-
ciphertexts in an attempt to recover the hiddenesdey.

When a cryptosystem is vulnerable to chosen-cipiesdttack, implementers
must be careful to avoid situations in which anedary might be able to decrypt
chosen-ciphertexts (i.e., avoid providing a decoyptoracle). This can be more
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difficult than it appears, as even partially-chaesgrhertexts can permit subtle attacks.
Additionally, some cryptosystems (such as RSA) thge same mechanism to sign
messages and to decrypt them. This permits attabks hashing is not used on the
message to be signed. A better approach is to wsgptosystem which is provably

secure under chosen-ciphertext attack, includingp(a others) RSA-OAEP, Cramer-
Shoup and many forms of authenticated symmetricyption.

In simple words, in this attack, the attacker hamehow acquired some
encrypted data and he doesn’t know what it meassally this data is captured off a
network connection with a sniffer. Boris has twoya/#o try to crack the ciphertext:

« He can send the ciphertext back to the victim amibs-engineer the victim to
decrypt it and send it back. With both the ciphdrand plaintext, the attacker
can figure out the key.

« He can try to find some plaintext that is probahlgluded in the ciphertext and
work backwards from there.

This sort of attack is usually tried against e-ntiadlt has been encrypted with a
public/private key combination.

Assume that the attacker would like to walk throtig first way to figure out
the hidden key. In EPEKS, Bob (the sender) send=tdifferent values EKUa[M],
EKUa[r], and H [ W [|r ] to the mail server. Thedh values will be stored in the mail
server database and we have already assumed thaittdtker is the mail server
administrator. Formally, we define security agaiadministrator using the following
game between EPEKS and the administrator:

1- If the administrator sends«g[r] to Alice to get the real message. that won't
be happened because regarding the EPEKS systeridy |t | will be sent to
the mail server to be matched with others hashégesasorted in the mail
server database. Therefore, the administrator getl a hashed value hidden
underneath it the keyword and the original r no¢ thlaintext (original
message). In this round, he won't be able to getell message.

2- If the administrator send «g[M] to Alice, Alice will keep the original
message stored at her mail box and won't resebadk to the mail server
because it is not logic to resend the decryptedsagesto the mail server.
Assume that the administrator will walk through #econd way to get the

plaintext (the original message). Based on the ERPE#hstruction we will notice that
the three variable values are stored in the mailesalata base and if we assumed that
the administrator has the ability to access thef@rmation in order to try to get the
original message that means that he will focushenkeyword as it might has any
information related to the original massage toltde s know its contents. Actually the
keyword is added to the variable r and hashed hegét get a complete hashed value.
So the administrator needs to break the hashee@ @aid the main concept for CCA is
to gather information in order to get the hiddey ket break the hashed value. If we
assumed that the administrator would like to foong instead of w, then he needs to
gather all the encrypted r in order to get to tiddén key but by using the EPEKS
mechanism which stating that each message hawitg avhich will be very difficult
for the administrator to get the hidden key.

Chosen-ciphertext attacks, like other attacks, rgdaptive or non-adaptive.
In a non-adaptive attack, the attacker choosesigtertext or ciphertexts to decrypt in
advance, and does not use the resulting plaintexiaform their choice for more
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ciphertexts. In an adaptive chosen-ciphertext lattioe attacker makes their ciphertext
choices adaptively, that is, depending on the tedydrior decryptions.

4.3.1 Adaptive chosen-ciphertext attack

An adaptive chosen-ciphertext attack (abbreviae@@A?2) is an interactive form of
chosen-ciphertext attack in which an attacker sendsimber of ciphertexts to be
decrypted, and then uses the results of these miemmg to select subsequent
ciphertexts. It is to be distinguished from an ffedent chosen-ciphertext attack
(CCAl).

The goal of this attack is to gradually reveal miation about an encrypted
message, or about the decryption key itself. Fdlipkey systems, adaptive-chosen-
ciphertexts are generally applicable only when thaye the property of ciphertext
malleability — that is, a ciphertext can be modifia specific ways that will have a
predictable effect on the decryption of that messag

4.3.1.1 Practical attacks

Adaptive-chosen-ciphertext attacks were largelysgisred to be a theoretical concern
until 1998, when Daniel Bleichenbacher of Bell Lediories demonstrated a practical
attack against systems using RSA encryption in @drnwith the PKCS#1 v1 encoding
function, including a version of the Secure Sockayer (SSL) protocol used by
thousands of web servers at the time [8].

The Bleichenbacher attacks took advantage of flauwhkin the PKCS #1
function to gradually reveal the content of an R&Acrypted message. Doing this
requires sending several million test ciphertextgdhte decryption device (eg, SSL-
equipped web server.) In practical terms, this regaat an SSL session key can be
exposed in a reasonable amount of time, perhapy ardess.

4.3.1.2 Preventing attacks

In order to prevent adaptive-chosen-ciphertextckffait is necessary to use an
encryption or encoding scheme that limits ciphdrtmalleability. A number of
encoding schemes have been proposed; the most costaralard for RSA encryption
is Optimal Asymmetric Encryption Padding (OAEP).lilda ad-hoc schemes such as
the padding used in the early versions of PKCSH#AE® has been proven secure in
the random oracle model [9]. OAEP was incorporatéol PKCS#1 as of version 2.0
published in 1998 as the now-recommended encodingnse, with the older scheme
still supported but not recommended for new appboa.

4.3.1.3 Mathematical model

In complexity-theoretic cryptography, security agsi adaptive chosen-ciphertext
attacks is commonly modeled using ciphertext imaistishability (IND-CCA2).

In our mechanism, if we give the attacker the cbanahoose cipher texts and
send them to the system to be able to get thetdaxyor the real message itself, it will
be very difficult to get them. The EPEKS systemb#&sed on variables. The first
variable is r, if we assumed the attacker will semthe system r on the behalf of the
mail server. Then the receiver will get r and wyadd it to the known keyword from
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his choice to get the hashed value therefore td #da the mail server again to get the
correct message. If the mail server didn’t getdbeect hashed value, it will send a
message asking the receiver to try again, conséguba attacker won't be able to get
to the real message unless he knows the keywordnd the keyword is known only
for both the sender and the receiver). The secanidble is the keyword W, as it is
known for both the sender and the receiver. If sgimed that the attacker succeeds to
get to the keyword W and gets the hashed valesslisWen at this point, you might
think that the system has been attacked, butshiet true because the system has two
functions which the refreshing keyword, and the tipld keywords. Refreshing
keyword gives the system the availability to addhbar of variables for each message
at the same round. Therefore, it is a must forattecker to get all the variable values r
and to guess their keyword to be able to reaclcippleertext and get either the real
message or the secret key. Multiple keywords igheragfunction for EPEKS, if we
assumed the both the sender and the receiver henided to choose 2 keywords
instead of one and use one variable value r fdn keywords, then the attacker must
guess the correct 2 keywords and added them tbe &ble to break the mechanism.

5. EFFICENT CONSIDERATION, COMPUTATIONS AND
COMPLEXITY
5.1 Traffic (Transmission):

From this paper, you will notice that we are makimgmber of traffic especially
between the mail server and the receiver (Alicée Journey of the traffic begins by
sending the mail server a notification for the reee(Alice) that it has received a new
message for her. At this moment, the mail servet Hge encrypted value (r). The
second trip, when the receiver Alice sends the ddhstalue in order to get the real
encrypted message. The third trip, when the mailesesends the real message to the
receiver (Alice). At this stage, anyone can thihkttthe traffic scenario has been
ended. This is not true. On other words, if we wdike to add another scenario, we
can assume that Alice has sent a wrong hashed wdiioh is related to an incorrect
value (r) or an incorrect known word (W), consedlyethe hashed value was wrong.
In this case, the mail server will create a newfitrdo Alice asks her to resend the
correct hashed value in order to get the corressage. You will notice that the traffic
in the EPEKS mechanism or the transmission is rdiffethan what was presented in
Bon’s paper. The traffic can be seen as a gapisnntiechanism which will allow the
trackers to try to get any information to get tkalrmessage or the secret key or to be
under the traffic analysis control. Traffic anal/ss the process of intercepting and
examining messages in order to deduce informatmm patterns in communication. It
can be performed even when the messages are esttiyptl cannot be decrypted. In
general, the greater the number of messages olbsenveven intercepted and stored,
the more can be inferred from the traffic. Traffinalysis can be performed in the
context of military intelligence or counter-intgiince, and is a concern in computer
security.

Traffic analysis tasks may be supported by dedicatemputer software
programs, including commercially available prograsueh as those offered by i2,
Visual Analytics, Memex, Orion Scientific, Pacifidorthwest National Labs, Genesis
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EW's GenCOM Suite and others. Advanced traffic ysisltechniques may include
various forms of social network analysis. To fixethbove issue and to protect our
mechanism from the traffic analysis, a Traffic fleecurity has appeared. Traffic-flow
security is the use of measures that conceal theepce and properties of valid
messages on a network to prevent traffic analyidigss can be done by operational
procedures or by the protection resulting fromdesd inherent in some cryptographic
equipment. In the encryption mechanism section wifiezind in this paper, we have
shown and proved how EPEKS is difficult to be dteat as EPEKS depends on
number of variable values which made multiple kesdgoand the refreshing keywords
advantages.

5.2 Computation:

Assume that the public key algorithm is RSA, anshhalgorithm is SHA-512. In [10],
test is performed on Pentium Il machine. The tiragquired to encrypt the message
approximately is 0.054 seconds, and the hashee vhat is related to [11], could be
obtained after 40.2 cycles/byte if we assumed thablock = 128 bytes. These
calculations are done at Bob’s side, the encrypsimge. At Alice’s side, the time
required for sending the request could be negkgiblso at the mail server side, the
time required to send the total encrypted (r) valoeuld be negligible. Alice receives
the total (r) to obtain the hashed value; it ccagdsimilar to the first hashed value. The
time required to search for the hashed value imthié server database, depends on the
size of the mail server, and the speed of the gpemreo execute one instruction, and it
changes due to the processor model. Alice decthptenessage under her private key
in 0.903 seconds.

6. CONCLUSIONS

In this paper we defined EPEKS the Efficient Puldey Encryption with Keyword
Search mechanism. We explained the constructioth@fEPEKS. Constructing the
EPEKS is related to public key cryptosystem, nantity Based Encryption IBE
which was used in the rest of PEKS papers. EPEK&asser to be constructed than
PEKS because any public key encryption algorithm loa used to construct EPEKS.
We discussed the refreshing keywords process, laadnultiple keywords search
process. We described the security of the new sehbgn using cryptographic
algorithm and hash function and we mentioned treygtion mechanisms regarding
the system.

In short, EPEKS provides high efficiently where guplic key algorithm can
be used widely in this scheme, high security whers forbidden to either the mail
server or any intruder to reach the keywords dughéorefreshing process, and the
multiple keywords, and high privacy, because itgilice the ability to be the only
one who could search for her encrypted emails mguencrypted keywords.
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