
Vol. 40, No. 2. July 2021  

117  

http://jaet.journals.ekb.eg 
 

AN ACCELERATION STRATEGYFOR GENERATING CONE-BEAM CT 

 IMAGES BASEDON "MULTI-CORE" SYSTEMS 

Marwa Mohamed Abbas*¹, Ammar Mostafa Hassan
2
, Hassan Ali Younes¹ 

1
Computers and Systems Engineering, Faculty of Engineering, Minia University, Minia, Egypt 

2
Arab Academy for Science, Technology and Maritime Transport, South Valley Branch, Aswan, Egypt 

*corresponding author E-mail:marwa.abas@mu.edu.eg 

Abstract 

This paper displays a speeding up system for a cone-beam generation. We proposed a 

strategy to accelerate the Feld Kamp, Davis, and Kress (FDK)    calculation based on a tiling 

process which is a compiler enhancement procedure. The test was the way by which to improve 

the use of the cache by strategies for loop blocking. Wiping out the cache misses as conceivable as 

possible is the guideline; reason/motivation behind the loop tiling.The method is represented and 

indicated by which method can be used as part of the recreation code, and in case of recognizing 

the reproduction output on the CPU "Multicore" condition; a specific model is also used. 

Exploratory results show that the intended Strategy achieves estimated 8.98 throughput per second 

(PPS) for reconstructing     -voxel volume from 360      Pixel projections. This execution 

undertakes 3.37 speedup and 8.9 throughputs over than naive CPU based strategy that represents 

the infrastructure for parallelization code. Also, error measures results show that the proposed 

method did not affect the image quality reconstructed by the naïve method. 
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Introduction 
Computerized Tomography (CT) is a technique 

for imaging the cross-sections of an object using 

a series of x-ray measurements taken from 

different angles around objects [1, 2]. The 

computerized term refers to using the computer 

for processing combinations of many X-ray 

measurements taken from different views or 

angles to produce cross-sectional tomographic 

images or virtual "slices" for specific areas of a 

scanned object, let the user seeing inside the 

object without cutting. The tomographic 

reconstruction algorithm is responsible for 

producing those imaging slices, where it depends 

on mathematical reconstruction algorithms [3]. 

Most reconstruction algorithms can be classified 

as Analytical algorithms that are based on the 

filtered back-projection principle [4] and 

Iterative algorithms [5, 6].  Feldkamp-Davis-

Kress (FDK) algorithm [7] is the most 

convenient reconstruction method and most CT 

scanners based on cone-beam used it as the 
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 standard reconstruction algorithm for 

reconstruction. FDK reconstruction composed of 

three stages: weighting, Filtering, and back-

projection. Yet, the real-time imaging 

applications used FDK acts as a challenge due to 

its intensive computation and the massive 

amount of data through the reconstruction 

process. 

As shown in Fig. 1[8], the patient or entity is 

positioned between the X- beam source and a 

detector.The majority of prior research has 

applied to accelerate FDK focused on optimizing 

reconstruction via different accelerators such as 

Cell-board Engine [9], Field-programmable-

array FPGA [10, 11] has been widely studied 

and surveyed [12]. Graphics Processing Units 

(GPUs) which are considered as massively 

parallel engines for computation play an 

important role in reconstruction acceleration [13, 

14]. 

    Here in the paper, we will focus on the most 

intensively computing part of FDK, which is the 

stage of back-projection. The approach we used 
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to encourage FDK technique acceleration is 

focused on arranging accesses to the data 

memory to avoid bottleneck memory bandwidth. 

This method/technique is called cache blocking. 

Since cache memory impacts the performance of 

the program when there are a lot of matrices. By 

using cache blocking to manipulate temporal 

localization, we create a method to optimize the 

FDK technique. Besides, this approach is 

evaluated using a computational model [15]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Whatever remains of the paper is sorted out as 

tails: we begin by presenting the related research 

in Section 2. Segment 3 includes a brief 

description of the strategy and Section 4 shows 

the implementation of the program for executing 

the scheme. Section 5 describes the outcomes 

and debates. Section 6 finishes the paper 

ultimately as a summary. 

 

I. Related Work 

 
Many methods have been used to quicken/

promote the reconstruction algorithms, where the 

efficient approach is the parallel technique. 

Wang et al.[15] draw our attention to minimizing 

data transfer between the CPU and GPU during 

the execution of algorithms using 

OpenCLlanguage capabilities.  They used page 

locked memory to store image slices, instead 

ofpageable memory. Where the pinned memory 

stores data to a contiguous memory page and 

eliminates the need for a page swapping 

operating system. 

 Sakamoto et al.[16]presented the 

FELDKAMP algorithm parallelization method on 

Cell Broadband Engine Architecture (CBEA), 

which has a programming scheme that differs 

from single-core architecture. They improved the 

execution time, but they had predicted that the 

program is insufficient to promote broadly 

speaking multiple successes. 

Also [17]suggested an open-source toolbox 

for rapid cone-beam CT reconstruction,  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

where the Reconstruction Tool Kit (RTK) 

allowed reconstruction on CPU processors/GPU 

cores. This independent software implemented to 

save time on the CUDA software / OpenCL 

application.  

Others [18]provided an assessment of the 

reconstruction of the FDK cone beams on 

different architectures and their findings showed 

that the reconstruction on the Advanced Micro 

Devices (AMD) GPUs outperforms parallel C 

with the Open-multi processing system.   

Pérez, et al. [19]used ideal contrasted GPU 

programming models and successive calculations 

in which the reconstruction time was reduced by 

up to 3 sets of size while preserving image 

quality. 

A recent study by [20]concluded that 

proposed and tested an iterative algorithm for 

rapid CBCT image reconstruction using under 

sampled measurement data and reduced machine 

memory. And the result upon using the reduced 

number of machine memories, the proposed 

algorithm performed effective and fast 

computation of CBCT reconstruction.   

Fig.1 Principle of Cone Beam CT work reconstruction[8]. 
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Donghyun et al.[21] reconstructed 

volumetric 3D images through the back-

projection algorithm that accelerated by custom 

GPU software, where it was 40 times faster than 

the CPU. 

Authors[22] introduced a review article 

which systematically analyzed aspects of their 

settings, object models, imaging geometries, and 

algorithms in the currently publicly accessible 

CT image reconstruction open source toolkits. 

Deep learning reconstruction networks and open 

codes are also reviewed as the third group of 

reconstruction algorithms, in addition to analytic 

and iterative algorithms. This comprehensive 

review of the software platforms available to the 

public will help promote and improve CT 

research. 

 

II. Material and methods 

 
A. FDK Algorithm and Mathematical model  

FDK is the first practical algorithm introduced 

for CBCT  ]7[Kress-Davis-by Feld Kamp

reconstruction in 1984. This was a successfully 

reputable algorithm for a 3D volume 

. As onstruction from multiple 2D projectionsrec

full rotation around Fig.2 [23,24] shown in 

object or patient is taken by a scanner to obtain 

U×V pixel raw projections data before any 

-,, U and V represent u              processing 

p data for a given  axis values for-axis and v

voxel location and projection angle respectively. 

The FDK scheme can be performed in 

three steps: pre-weight projection data 

according to weighting value in Eq. (1) where D 

is a distance source to the detector, and dn is the 

distance from the source to the center of the 

object. 

The second step was applying the Shepp-

Logan filter [25]for minimizing noise 

propagation at the back-projection stage to the 

weighted projection images row-wise in Eq. 

(2), where R represents filter size to produce 

filtered projection   , where 1 ≤ n ≤ N and N 

is the number of projections. 

The last step was applying back-

projection for filtered projections 

            to obtain reconstructed volume 

F(x,y,z)  in Eq. (3) for each angle    from 1 ≤ n 

≤ N, where    is the projection angel. Also, the 

second weighting factor    during the back-

projection step can be computed from Eq. (4). 

As u,v are discrete coordinates, and a bilinear 

interpolation is needed to be computed. This 

computation can be accomplished by Eq. (5) 

and Eq. (6) respectively. 
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B.Cache Blocking technique 

Several ways to optimize cache efficiency. 

This is by raising the rate of miss. Miss rate 

decrease can be accomplished by the use of 

common methods such as increased cache space, 

higher associativity, and optimization of 

compilers. 

We used a compiler optimization technique in 

our work that has several methods like loop 

optimization, but we used one of them called 

loop tiling/cache blocking.Cache blocking/loop 

tiling is a strategy designed to increase the reuse 

of information that decreases the temporal 

localization. 

To demonstrate how to cache block has 

been used to boost overall performance, first 

address some important questions such as, what 

is the memory layout for matrices and whether 

the compiler does all the optimizations to work 

well on matrices. The matrices can be stored in 

two separate ways; row-major order/column-

major order, where the 2D array can be stored in 

the main memory as a 1D array and accessed as a 

1D array as seen in Figure 3. A matrix's row-

major layout places the key push that is the 1st 

row in adjacent memory, the second line after it 

at that level, the third one too, etc. 

By default, Fortran uses the major order column 

vs. C, which uses the major order row. But the 

use of loop tiling also poses several problems, 

where there are two essential ways to block 

nested loop by determining which loop will be 

tiled and which block size will fit well for the 

cache. The reason for using loop tiling has been 

the large size of matrices used to recreate the 

final volume in the process of back projection. 
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Cache lacks capacity happens when blocks are 

disposed of from the cache because it can not 

accommodate all the work set needed for 

program execution, which means that less data 

is available in cache capability. 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

C. Acceleration based cache blocking back-

projection 

 

We'll explain our proposed method of 

optimization in this section. As described above, 

loop tiling is used to remove cache mistakes and 

decrease overhead from loops. Now we used a 

simple model that will rely on some assumptions 

to evaluate the quality of implementation in 

terms of efficiency. 

To simplify, assume that there are two memories, 

the hierarchy of fast memory (cache) and the 

slowmemory (main memory), taking into 

account the following parameters: 
 

 m = number of memory 

components (words) transferred 

between a slow and fast memory.  

 tm = time/slow memory 

operation. 

 f = the number of arithmetic 

operations.  

 tf = time/arithmetic operation << 

tm. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 q = f / 

m average flops/slow memory 

access. 

When all data in the cache is established, then 

the minimum time needed time = f * tf. The 

actual time can be defined by : f * tf + m * tm = f 

* tf * (1 + tm/tf * 1/q). So, the larger q, the time  

close to ideal minimum f * tf.As shown in  

Algorithm 1  Fig. 4 (a),which represents standard 

back-projection algorithm without optimizations, 

the first loop iterates over theta, defining angles 

to the degree of the projection, and every 

projection is read weighted in this loop, and then 

filtered. 

Then the projection detector co-ordinates U and 

V will be computed for each slice and 

determined then, the use of the bilinear the 

interpolation method is needed as an essential 

part of the FBP algorithm takes place in the back 

Fig.2System coordinates for reconstructed volume    while     are detector 

coordinates [23,24] 

 

Fig.3 Row major order vs column-major order 
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Fig 4. Pseudocode of the proposed method. (a) 

unoptimized back-projection code. (b) tiled  

back-projection code 

 

projection phase.  

Two last loops repeat over projection coordinates 

for final volume computation. This will 

createslices accumulation. 

We used the tiling technique to boost the last 

intensive step back-projection of computation, 

which includes two inner loops. For performance 

analysis we presume the number of memory 

words to be referenced is calculated by m=(read 

new slice array once    +read previous volume 

array    +previous volume array   = 3  .  

After arithmetic operation writes back volume 

array to slow main memory f =  . So the average 

no.of flops / slow memory access can be 

determined by q=f/m=  /(3  )=1/3. 

After loop blocking usage, as shown in 

Algorithm 2. Matrices(slices) are blocked by 

B×B to fit in cache.m=. (read new slice array 

once   /B+ read previous volume array   /B + 

previous volume array    /B=3   /B. 

So, the cache miss rate decreased to 3   /B and 

the total number of arithmetic operations 

f=  and q the average number of flops per 

slow memory access can be calculated as: 

f/m=(  /3  )/B=B/3.  

It is clear that q is increased after loop tiling 

from this equation   which defines the total 

actual time for accessing data is  

f * tf+ m * tm = f * tf * (1 + tm/tf * 1/q).  It is 

clear from the equation that the greater value 

of q the total actual time becomes close to 

optimal value f * tf . 

That implies the cache contains all the data 

required for arithmetic operation. There will 

also be another gain in reducing memory 

flow.A load of memory traffic can be reduced 

by a greater B. This means that of block size 

B will achieve better efficiency, but there is a 

limit to reading two matrices of the old slice 

(i,j) by the size of B×Band a new slice of (i,j) 

size of B×B, so total size must fit in 2B^2 

cache. 

Algorithm 1: Unoptimized back-projection kernel 

1. FOR theta 1:360 //for each projection 

2.                                                

3.                                                 

4.                                                        
5. s, t, u Computation 

6.              

7. Compute v 

8. Bilinear interpolation 

9.                                FOR 1: n 1st projection coordinate //back 

projection 

10.                                                       FOR 1: n 2nd projection 

coordinate 

11.          New volume=old volume+new_slice 

12. END 
13.                                           END 
14.                                               END 
15.                                                                END 

 

 

 
(a) 

Algorithm 2: Tiled back-projection Algorithm 

1. FOR theta 1:360 //for each projection 

2.                                                

3.                                                 

4.                                                        
5. s, t, u Computation 

6.              

7. Compute v 

8. Bilinear interpolation 

9.                                FOR 1: n 1st projection coordinate //back 
projection 

10.                    Tiled an inner loop with B blocking factor 

11.                                                       FOR 1: n 2nd projection 

coordinate 

12.          New volume=old volume+new_slice 

13. END 

14. END 

15. END 

16.                                                    END 

(b) 

 

 

 

 

Suppose the size of the memory cache is Msize 

so there is a limitation for B as Msize  2  . This 

means that is B               . So, Choosing 

the blocking factor B greatly affects tiling 

efficiency. The option of the optimal blocking 

factor is known to be multiple factors. Such as 

the size of the cache, and the number of matrices. 

While several researchers find different 

relationships that relate factor blocking and 

cache size.  
In [26] they evaluated various methods for 
selecting optimal B, where they note that for 
several cases B can be √c as good as possible, 
but the rate of cache miss rate is 10 times than 
the optimal. After the blocking factor has been 
expressed as a fraction of the cache size (8 
percent, 6 percent, 12 percent), the output is 
better. It's also difficult to continuously select 
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the blocking factor. 
Yet, possibly, trial-and-error is quicker. 

Also in [27], the researchers reported that a 
block size selection algorithm calculates a set 
of optimal block sizes for L1, L2 cache rates 
are taken into consideration. 

But in our application, it was found that 
experimentally using a block size equal to 50 
percent of L2 cache size results in minimum 
execution time on a multicore device for the 
application of acceleration cone beams. 

 

III.          .Implementation 
 

To illustrate the Feldkamp-Devis-Kress algorithm for 

CT according to cone-beam geometry, the basic main 

stages are implemented in a simple shepp-Logan 

phantom model.FDK 's aim is to recreate cross-

section images from a variety of projections. To 

demonstrate how to form projections from a sample 

image model and then reconstruct the image from the 

projections, a sinogram is generated for a head shepp-

Logan phantom as shown in Fig.5 [28] by using 

MATLAB. 

    After the generation of Sinogram as shown in Fig. 

5 which represents the forward    projection, and 

stores each observed event corresponding to each 

angle, each projection weighted.The filter was 

conceived in the frequency domain and used the 

principle of convolution. The Fast Fourier Transform 

(FFT) has been accomplished with the use of the 

FFTW library package[29]for projection convolution. 

Convolve each row of projections by multiplying 

each row by its FFT. Defines the real elements and 

the imaginary components, and then uses FFTW to 

apply IFFT, separate extract the real parts. 

Bilinear interpolation is subsequently done to 

get a realistic picture. We've tuned B blocking 

factor size with cache size and matrices size 

for using the tiling method. Using different 

methods to estimate B size such as         
      described above and using different 

cache size fractions of the form. Trial and 

error are the most effective for improved 

performance.The most powerful ratio was for 

our application about matrices scale blocking 

factor with scale 0.5 L2. 

 

 

 

 

 

 

V. Results and Discussion  

 

We demonstrate FDK algorithm 

implementation on multicore "CPU" 

architecture. We use a desktop PC fitted with 

Intel core2due corei75500U,8 GB DDRAM, 

and 32 KB L1 cache. Our implementation 

operates on an operating system of 64-bit 

Windows 7.  

We use the Shepp-Logan phantom[6] for 

evaluation, this is a computational phantom 

widely used to validate tomographic 

reconstruction algorithms,  

The data size was U = V = 512, where 

U, V represents the coordinate of the 

detector. Projection number K = 360, and R 

= 256. The filtering stage was accomplished 

using the library package FFTW[29].  

Fig.6 iullatrates the discrepancy between 

the initial and rebuilt accelerated one. Fig.6 

(b) represents the reconstructed image   from 

only 360 projection which most closely 

resembles the original image in Fig.6 (a). 

And the difference attributed to some 

artifacts from back-projection.  

As demonstrated in Table.1, the 

experimental results show that the execution 

time on the multicore machine "CPU" to 

recreate      voxel volume from 360 

Fig. 5 Sinogram generated for Shepp –Logan –phantom from MATLAB[28] 
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    projections were 40.2s. Which achieves 

speed-up factor 9.97,3.34 and factor 3.37 

over[30][24],[31]. Our proposed method 

achieves 8.955 PPS  (Projection per second) 

in terms of the throughput. 

To quantitatively test our proposed 

method, three error measures were used for our 

proposed method evaluation in terms of image 

quality as used in work[30, 32].Mean-squared-

error (MSE) between two images the original 

phantom p(x,y) (output) and reconstructed image 

  ̂(x,y)(input). The MSE is given by : 
 

MSE=
 

  
∑ ∑    ̂                 

   
   
          

(7)Where M and N are images dimension in 

pixels. The second measure is Root –mean-

squared error (RMSE) is given by : 

RMSE=
 

  
√∑ ∑    ̂                 

   
   
       (8)                             

Finally, Normalized-mean-square error 

(NMSE) is given by: 

 

NMSE=
∑ ∑     ̂                 

   
   
   

∑ ∑     ̂          
   

   
   

 (9)                                                  

 

 

    Moreover, the findings of the reconstruction as 

shown in Table 2 also show that the proposed method 

will achieve the same accuracy as the conventional 

method. 

 

Method 

 

Hardware Reconstruction 

time (s) 

Throughp

ut (PPS) 

Speed

up 

A 

method 

based 

CPU[30] 

4.2 GHz 4-

core Intel 

Core™ i7-

7700 

 

400.97S 

 

0.897 

 

9.97 

A 

method 

based 

CPU[24] 

Core 2 Quad 

Q6700 CPU 
 

 
134.4 S 

 

 

2.67 

 

3.34 

A 

method 

based 

CPU[31] 

 
 
Xeon 3.06 

GHz 
 

 
135.4 S 

 

 

2.65 

 

3.37 

Proposed 

method 

Core2due-

Intel 

corei75500

U 
 

 
40.2 S 

 

 

8.955 

 

Error Naïve 

method 

Optimized 

method 

MSE 0.0611 0.0611 

RMSE 0.2471 0.2471 

NMSE 0.2471 0.2471 

(a) Original Shepp-Loganphantom 

(b) Reconstructed phantom based on 

accelerationFDK 

Fig. 6 (a) Original Shepp-Logan 

phantom vs.(b) reconstructed after 

acceleration 

 

Table2.  Error comparison among 

naive method and optimized method 

on multicore.  
 

Table1. Comparison of the proposed method with 

others in case of performance in multicore systems 
 

http://www.shader.jp/?p=1788
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VI.Conclusion 
 

We presented an efficient model for cone-beam 

reconstruction. This model is based on one of the 

familiar reconstruction algorithm called Feld-

Kamp-Davis. We designed the main stages for 

filtered back-projection algorithm weighting, 

filtering, and back projection. 

         This program is often bounded in memory 

because of the large number of matrices that will 

be passed between the CPU and the memory. So, 

our contribution has been to speed up the 

projection step back by writing a cache-friendly 

code. This approach is achieved using an 

important technique of compiler optimization .

This optimization is cache blocking or a loop 

tiling scheme which is one of the essential loop 

transformations to minimize overhead loops. 

Blocking factor size is a challenge in loop tiling. 

Experimentally, 50 percent of L2 cache size was 

found to have achieved minimum execution 

time. We defined how the overall execution time 

improves with this process. 

Future work should  focus on the blocking factor 

selection algorithmwhich will lead us to this 

result. Also improvement would have been 

accomplished by using GPUs which give an 

approach to speeding up intensive computational 

jobs such as the reconstruction of CT 

images.Overall we will present an efficient 

method of using memory. 
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 يهخص انبحث:
 

 

انهذف يٍ انبحث هى حسشيع انصىسة انًخكىَت يٍ انحضيت انًخشوطيت نلأشعت انًقطعيت وانخي 

يخى اسخخذاو خىاسصييت فيهذ كبيب في حكىيٍ انصىسة انًقطعيت ببسخخبو عذة يسبقظ . وقذ حى 

اسخخذاو حقسيى  انذوساث وانخي حعخبش واحذة يٍ اهى انخقُيبث انًسخخذيت في يحسُبث انًخشجى  

بني إنى ححسيٍ اسخخذاو انزاكشة انًؤقخت وانخقهيم يٍ يعذل فقذ انًعهىيبث في راكشة وببنخ

انخخضيٍ انًؤقج. وبزنك حى اعبدة بُبء انبشَبيج انًسئىل عٍ حىنيذ انصىسة انًقطعيت يٍ عذة 

يسبقظ نلاشعت انًخشوطيت عهى وحذة انًعبنجت انًشكضيت.  وانُخبئج انعًهيت أوضحج اٌ 

صىسة في انثبَيت كًعذل  8...يت في ححسيٍ أداء انزاكشة انًؤقخت حققج انطشيقت انًسخخذ

يسقظ  063يٍ      يعبنجت انصىس ببسخخذاو وحذة انًعبنجت انًشكضيت نخكىيٍ صىسة بببعبد 

يقبسَت بطشيقت حكىيٍ  0.03.وحى ححسيٍ انىقج انكهي نهخُفيز انبشَبيج بًعذل      بببعبد 

ًعبنجت انًشكضيت.  وأيضب حى اسخخذاو يقبييس انخطأ لاخخببس كفبءة انصىس انخقهيذيت عهى وحذة ان

 انصىسة انًخكىَت يٍ ححسيٍ كفبءة انزاكشة انًؤقخت فئَهب نى حؤثش عهى كفبءة انصىسة  الأصهيت. 

 


