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Since the early 1990's face Recognition Technology (FRT) became an 
active research area. Most of the current profile recognition algorithms 
depend on the correct detection of fiducial points and the determination of 
relationships among these fiducial points. Unfortunately, some features 
such as concave nose, lips, flat chin, etc. make detection of such points 
difficult and unreliable. Also the number and position of fiducial points 
vary when pose changes even for the same person. In this paper, a 
curvature-proposed technique is presented, which does not require the 
extraction of all the fiducial points, but uses information contained in the 
profile. The nearest neighbor interpolation method is used to smooth the 
profile and then the curvature of the interpolated profile is computed. 
Using the curvature coefficient values, the fiducial points, such as nasion, 
chin, and forehead can be reliably extracted using a fast and simple 
method. Then an Euclidean distance method is applied to match the face 
profile based on the curvature coefficient values.     
Experiments are performed on collected 50 clients with different ages, in 
public area. Each had three shots differences in time capture and 
illuminations, getting total of 150 images database, recognition rate of 
96.67% and conclusion are presented and discussed. 
KEYWORDS – face profile; curve fitting; face recognition; human 
features, curvature; facial extraction, facial motion; facial expression; 
nasal detection and identification. 

 
1. INTRODUCTION 

Face profile is an important aspect for the recognition of faces, which provides a 
complementary structure of the face that is not seen in the frontal view. Though it 
inherently contains less discriminating power than frontal images, it is relatively easy 
to analyze and more foolproof. Within the last decade, several algorithms have been 
proposed for automatic person identification using face profile images. The commonly 
used methods for face profile recognition include: Scale space filtering [1], 
Morphological transform [2, 3], Dynamic time warping [4], Attributed string [5], and 
Hidden Markov model [6, 7].   

In the framework of profile analysis, early work by Zadravko, and Loncaric [1] 
used Gaussian convolution and had twenty one fiducial points of ten distances (D1-
D10) and eleven profile arcs (A1-A11), and they used three feature vectors description 
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using morphological operations (dilation & erosion) for hair growth and hair cut [2]. 
Later, Yongsheng and Maylor used a new attributed string matching for human face 
profile recognition by merging dominant string matching (m and n) are the lines, 
segment numbers of strings (A and B) [5]. Maja & Ioannis and Leon used motion 
estimation and color skin initialization and define feature parameters by encode facial 
action units (AU) [8]. Curvature estimation based fiducial extraction by Xiaoli and Bir 
Bhanu [4] and more recently worked by extraction of  face profile images from video 
by a correlation based method using threshold  to get high resolution side face image 
reconstruction from Low-resolution  side face images, used dynamic time warping 
(DTW) matching method for face profile recognition [4].  

Recently, Maja Pantic & Ioannis Patras used 15 facial points introduce facial 
(action unit: AU). He took dynamic recognition from continuous video input, and 
expression pictures [9]. 

Frank Wallhoff, and Gerhard Rigoll [7] in 2001, presented an approach to 
recognize profile views (90 degree) with a system trained on transformed frontal 
views. The system combined an Artificial Neural Network (ANN) and a classification 
process based on Hidden Markov Models (HMM). The presented system has been 
tested with subsets of the FERET and the MUGSHOT databases; and a maximum 
recognition score of 42% was measured. 

In this work, we try to develop a simple and fast method for detecting the 
fiducial points. For that purpose, we treat the outline of a profile as a function and we 
use curve fitting algorithm for detection of convex and concave in that line of the 
profile by its first and second derivatives. From this curvature image, we determine 
parameters which are used for detection of specific fiducial points. A set of twenty- 
eight feature characteristics is derived from these fiducial marks. After normalizing the 
feature characteristics using two selected fiducial marks, Euclidean distance measure 
was used for measuring the similarity of the feature vectors derived from the outline 
profiles. Results of the proposed profile matching method in the presence of profile 
faces are included in this paper. 

 

2. FACE RECOGNITION APPROACHES 

Biometric recognition is a digital analysis using cameras or scanners of biological 
characteristics such as facial structure, fingerprints and iris patterns to match profiles to 
databases of people. Face recognition is the ability of a computer to scan, store, and 
recognize human faces for use in identifying people. There are three approaches of face 
recognition: 

 

2.1. Face Frontal Recognition: 

In the face recognition the features are used through the frontal side of eyes, nose, 
mouth, checks, eyebrows and sometimes ears. Face frontal recognition is of great 
importance in many applications such as personal identification, employee access to 
high security areas. Face frontal recognition approaches are adversely affected by 
varying lighting conditions and particularly with respect to varying pose. Face 
represented in a frontal view with wide expression change and has failed to match up 
to expectations: Variations in pose, illumination and expression limit the performance 
of frontal recognition techniques [10].  
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Rein-Lien, Mohamed Abdel-Mottaleb and Anil K. Jain [11] used face 
detection algorithm for color images in the presence of varying lighting conditions with 
a complex backgrounds. Based on a novel lighting compensation technique and 
nonlinear color transformation. They detected skin regions over the entire image and 
then generated face candidates. There algorithm constructed eye, Mouth, and face 
boundary to verify the face candidates. They used two databases HHI and Champion 
databases. There head pose were Frontal, Near-Frontal, Half-Profile, and Profile. 

Recently, Yin Zhang, Zhi-Hua [12] formulated the face recognition problem as 
a multi-class cost-sensitive, and developed two theoretically methods: 1) mcKLR: 
multi-class Kernal logistic regression, it is an inductive learning method derived from 
Bayes decision theory. 2) mckNN: multi-class k-nearest neighbor. They used Four 
different kinds of features were extracted from the face images by using: Principle 
Component Analysis (PCA), Locality Preserving Projections (LPPs), Linear 
Discriminate Analysis (LDA) and Local Binary Pattern (LBP). They used two 
databases AR and FERET databases. They proved that the performance of mcKLR is 
always the best except with LDA where the mckNN was a good choice.    

 

2.2. Face Profile Recognition: 

Face profile is minimally affected by different expressions and the nose is not changed 
at all. In the same way, the face profile is hard to be changed unless a radical change is 
performed, as if a plastic surgery is done or accident occurred involving the facial 
bone. For these reasons, the face profile is providing a great benefit to identify 
criminals. Therefore, the present study indicated that the right hemisphere was 
dominant for the perception of profile views as well as frontal views. Human face 
processing studies on different view faces suggested that the frontal and the profile 
views contain different information of the face. The frontal faces convey the internal 
feature information; such as eyes, nose, and mouth, on the contrary, the profile view 
face convey three-dimensional shape information; such as the nose height and shape of 
the chin. These two types of information are independent, and each of these is 
important for face processing, and this work is about to explain the role of the nose in 
face profile recognition. 

Xiaona Xu, Zhichun Mu [13] used a novel non-intrusive multimodal 
recognition technology based on ear and profile face. The face profile-view captured 
for recognition, then ear classifier and profile face classifier based on Full-Space 
Linear Discriminant Analysis (FSLDA) were set up. They used decision fusion of ear 
and profile face, carried out using the combination methods of Product, Sum, and 
Median rules according to the Bayesian theory and a modified Vote rule the two 
classifiers. 

I.A. Kakadiaris, H. Abdelmunim, W. Yang, and T. Theoharis [14] introduced a 
new system for profile-based face recognition. There scenario involved a driver 
entering a gated area and using his/her side-view image (the driver remains seated in 
the vehicle) as identification. The system have two modes: enrollment and 
identification. In the enrollment mode, 3D face models of subjects were acquired and 
profile extracted under different poses and stored to form a gallery database. In the 
identification mode, 2D images were acquired and the corresponding planer profiles 
were extracted and used as probes. Then, probes were matched to the gallery profiles to 
determine identity.    
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2.3. Three Dimensions Face Recognition: 

The first step, toward the development of a 3D face recognition solution for the 
intensity image domain based on 2D face recognition (frontal, profile).  There are a 
number of questions 3D face recognition research needs to address. In acquisition, the 
accuracy of cheaper and less intrusive systems needs to be improved, temporal 
sequences should be considered [10]. This approach is expensive to implement and 
need more computations. 

Mohammed H. Mahoor, A-Nasser and Mohamed Abdel-Mottaleb [15] unified 
a graph model, called Attributed Relational Graph (ARG), for multi-modal face 
modeling and recognition. It is based on the ARG modal, the 2D and 3D data were 
included in a single model. They developed ARG model consists of nodes, edges, and 
mutual relations. The nodes of the graph corresponded to the landmark points were 
extracted by an improved Active Shape Model (ASM) technique (at each node of the 
graph, they responded to a set of log-Gabor filters to the facial image texture then 
shape information (depth values) was calculated). The edges of the graph were defined 
based on Delaunay triangulation and a set of mutual relations between the sides of the 
triangles were defined. They fused 2D and 3D attributes and the mutual relations at the 
score level by the University of Miami face datadase. 

Ansari A-Nasser, Mahoor Mohammed, and Abdel-Mottaleb Mohamed [16] 
illustrated a modal-based approach that represented the 3D facial data of a given 
subject by a deformed 3D mesh model for face recognition. The system consisted of 
two stages: 1) modeling stage, only three facial feature points were extracted from the 
range image and then used to aligned the 3D generic face model to the entire range of a 
given subject's face. Then each aligned triangle of the mesh model, with three vertices, 
was treated as a surface plane which was fitted (deformed) to its corresponding interior 
3D range data, used least square plane fitting. Via triangular vertices subdivisions, a 
higher resolution model was generated from the coordinates of the aligned and fitted 
model. Finally, the model and its triangular surfaces were fitted once again resulting in 
a smoother mesh model that resembled and captured the surface characteristic of the 
face. In the recognition stage, a 3D probe face was similarly modeled and compared to 
all faces in the database. 

Steven Cadavid, Mohammed H. Mahoor, and Mohamed Abdel- Mottaleb [17] 
used a multi- modal ear and face biometric system. The system was comprised of two 
components: a 3D ear recognition component and a 2D face recognition component. 
For the 3D ear recognition, a series of frames was extracted from a video clip and the 
region of interest (i.e., ear) in each frame was independently reconstructed in 3D using 
Shape From Shading (SFS). The resulting 3D models were then registered using the 
iterative closest point (ICP) algorithm. For the 2D face recognition, a set of facial 
landmarks was extracted from frontal facial images using the Active Shape Model 
(ASM). The Gabor features (attributes) were stored in the database as the face model 
for recognition. The match scores of the ear recognition and face recognition 
modalities were fused to boost the overall recognition rate of the system and achieved 
using the weighted sum technique for fusion. 

Mohammed H. Mahoor, Mohamed Abdel- Mottaleb [18] used the principal 
curvature to represent the face image as a 3D binary image called ridge image. The 
ridge image showed the locations of the ridge points around the important facial 
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regions on the face (i.e., the eyes, the nose, and the mouth). The robust were utilized 
for Hausdorff distance and the iterative closest points (ICP) for matching the ridge 
image of a given probe image to the ridge images of the facial images in the gallery. 
They  performed experiments on GavabDB face database (a small size database) and 
Face Recognition Grand Challenge (a large size database). The results showed that the 
ridge lines had great capability for 3D face recognition. 

Chaua C. Queirolo, Luciano Silva, Olga R.P. Bellon, and Mauricio Pamplona 
Segundo [19] used a Simulated Annealing-based approach (SA) for range image 
registration with the Surface Interpenetration Measure (SIM), as similarity measure, in 
order to match two face images. The authentication score was obtained by combining 
the SIM values corresponded to the matching of four different face regions: circular 
and elliptical areas around the nose, forehead, and the entire face region. Then, a 
modified SA approach was proposed taking advantage of invariant face regions to 
better handle facial expressions. They performed on the FRGC v2 database, the largest 
available database of 3D face images composed of 4,007 images with different facial 
expressions. 

Ira Kemelmacher-Shlizerman, Ronen Basri [20] used a mere single 3D 
reference model of a different person’s face. Classical reconstruction methods from 
single images, i.e., shape from-shading (SFS), required knowledge of the reflectance 
properties and lighting as well as depth values for boundary conditions. They 
represented the input faces as combinations (of hundreds) of stored 3D models. They 
used the input image as a guide to “mold” a single reference model to reach a 
reconstruction of the sought 3D shape. They used Lambertian reflectance and harmonic 
representations of lighting. 

 
3. PROPOSED TECHNIQUE 

In common face profile approach, features are extracted from the hole profile and this 
sometimes miss leads the recognition process due to the variations in the profile of the 
same person used different facial expressions. However, the nose area in the face 
profile is not affected by the facial expressions profile. For this reason, we extract the 
nose only and then extract some features of the nose and these features will be used for 
classification. Among many methods that are available for classification we used the 
Euclidean distance as the matching method due to its robustness and simplicity. The 
overall steps of the proposed technique is shown in figure (1). 
 

3.1. Preprocessing 

In this stage, the RGB image is converted into a binary image, then the edges are 
determined and the face outer profile (face contour) is detected as shown in figure(2). 
The RGB image shown in figure (2-a), binary image shown in figure (2-b), edges 
image shown in figure (2-c), and the outer profile shown in figure (2-d). The noisy 
pixels are filtered by window 5*5 and the missing pixels in the face contour are 
estimated by the nearest neighbor algorithm [21]. 
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Figure (1) The Frame of the face Profile Recognition Approach 
 

 
 
 
 
 
 
 
 
 
 
 
 
3.2. land mark detection 

In this work, only the nasion area in the face profile is used in the feature extraction. 
Three fiducial land mark points in the nasion area are used to find out the pixels of this 
area. These three land mark points are selected as follow: 

Point 1 (tip): The left most point in the middle of the face profile. 
Point 2 (top): The first point with maximum curvature above tip point.   
Point 3(bottom): The first  point with maximum curvature below tip point.   
The selected tip, top, and bottom points are shown in figure (3). 

 
 
 
 
 
 
 
 
 
 
 

 
 

Figure (2) Detection of the face outer profile 

 
 
 
 

Figure (3) nose main points     
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3.3. Curve Fitting 

Curve fitting is the process of constructing a curve that has the best fit to a series of 
data points. In our approach, curve fitting technique is used to eliminate high frequency 
noise in the face profile. The constructed curve starts at the top land mark point and 
ends at the bottom land mark point. Figure(4) shows the constructed curve for nose 
pixels. The curve fitting process is implemented by the following polynomial, where an 
is a constant coefficient. These polynomial coefficients will be considered as the 
features introduced to the classifier. The general form for a linear constant coefficient 
is as follows: 

 

y=anx
n + an-1x

n-1 + an-2x
n-2+ ….. + a0x

0                                                                           (1) 

Where, n: is the order of the polynomial. In this paper, the 10th order is chosen 
by the trial and error to appropriate to the images in the database and to be accepted for 
time consuming.  
 

 
 

 
 
 
 
 
 
 
 
 
 
 
3.4 Fiducial extraction 

Until now, the pixels of the nasion area starting at top land mark point and ending at 
bottom land mark point are extracted, smoothed, and normalized by taking the 
maximum distance and dividing all distances over its value, and abstracting the slope 
between the contour and the vertical axis for each image. In this proposed the features 
of the nose area will be extracted as follows:  

• A line connecting the top land mark point and the bottom land mark point is 
drown.  

• This line is divided into m local points at equal distance. 
• The distances between nose contour and the local points are measured: (d1 – dm ). 
• The slope of each nose contour segment is measured with reference to the line 

connecting the top land mark point and the bottom land mark point: (α1 – αm ). 
Finally d1 – dm and α1 – αm are used as the fiducial features vector for each face 

profile as shown in figure (5-a) and figure (5-b). 
 

3.5. Profile matching 

The Euclidean distance is used to measure the similarities between the feature vectors 
of any two face profiles. If  k is dimension of the feature vector, then Ui and Vi are the 

 
 
 
Figure (4) nose with 10th order polynomial curve fitting 



Shimaa M.Hani et al. 1050 

facial features of profile U and V, respectively, ED is the distance between the feature 
vector U and V. This is measured for both the distance features ( d1 – dm) and the slope 
features ( α1 – αm). 
 

                                                                                    (2) 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 

4. EXPERIMENTAL RESULTS AND ANALYSIS 

The face profile database is taken clients from public areas in Cairo city. It contains 
profile views of 50 persons of RGB image, 3 images for each person are taken with 
variations of shots, illuminations and different time captured. The size of images was 
576* 768 pixels. 

In this work only 50 images (one image per person) are used in the training 
dataset, and the remaining 100 images are used as testing datasets. An example of the 
images collected are shown in figure(6). It is clear that these images are collected 
under different lighting conditions and with different facial expressions. The database 
was representing persons with head cover, beard, moustache and different head 
orientations and different ages from two years old up to sixty. 

 

Figure(5): (a) distances of the nose, (b) angles of the nose 
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The accuracy of the proposed technique is calculated with different values for 

m (number of local points). Where the Euclidian distance, equation (2), is measured for 
d (distance features) and α (slop features). As shown in Figure(7) the accuracy of the 
proposed approach reached it's maximum value for m ≥ 8 with 94% accuracy for the 
slop features (α1  to αm) and  96.67% accuracy for the distance features (d1  to  dm). 

 

Figure (7) (a) Accuracy of the angles, (b) Accuracy of the distances 
 
Comparison of studies: 
The performance of the proposed technique is compared to another three known facial 
recognition algorithms for the same and training dataset: 

1- Zdravko and Sven [1]: In this approach only four features are selected and 
used (θ1, θ 2, L1 and L2), using simple rule (θ1 >0) & (θ 2 <0) & (L1>L2), as 
shown in figure (8-a). 

 
Figure (6) samples from the dataset  
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2- Maja, Ioannis and Leon [8 ]: In this research ten feature points from the whole 
profile contour fiducials are used, as in figure (8-b). 

3- Mohamed El-Ghotmy [22]: In this research three features d1,d2 and d3, as 
shown in figure (8-c), are selected using the following rule (d1>d2>d3) 

 
 

Table (1) lists the recognition accuracy of each technique, where the 
performance of the proposed technique is superior to the other techniques by more than 
4%. Also, a computer was used the following configuration:  Microsoft Windows XP, 
Intel ( R) Pentium( R), 1.73 GHz, ( 795 MHz, 504 MB of  RAM). The time consuming 
is presented in Table (1). 

 

 Table 1. Recognition rates with four different methods 

Method 
Curvature-
proposed 
technique 

Nose tip 
detection 

[Zdravko] 

Convexity- 
Concavity 
Approach 

[Maja] 

AFPV system 
[El-Ghotmy] 

Recognition 
rate (%) 

96.67 90.67 92.22 88 

Time (sec) 0.8644 + 0.31 
             - 0.13 

0.55  + 0.106 
- 0.081 

0.917  + 0.349 
      - 0.214 

0.718    + 0.548 
              - 0.077 

 
 5. CONCLUSIONS 

In this paper, curvature-proposed technique is presented. The curve fitting is used to 
smooth the profile, then nose angles and nose distances are computed, where the 
fiducial points from the nose can be reliably extracted, and Euclidean distances method 
is applied to match the face profile contour on the curve fitting value and through the 
experiments. The used curvature-proposed technique matching method is found to be 
promising. As a conclusion about this method, there are 28 fiducial points & distances 

 
Figure (8) nose features 



FACE PROFILE RECOGNITION AND IDENTIFICATION  1053

having maximum recognition rate of about 96.67%. The method is simple, fast and 
showing promising results. 
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راد من خلال المنظر الجانبي للوجهالتعرف والتحقق على الاف  

يقدم هذا البحث خواريزما للتعرف على الشخص من خلال المنظر الجانبي للوجه حيث أن هناك بعض 
تقعر ما بين الأنف والجبهة وتحدبية الأنف وتقعرية : العلامات المميزة مثل التحدبيه والتقعريه للوجه ومنها مثلا

طوال والزوايا الخاصة بالوجه وهذه البيانات الخاصة بالأنف بالذات لا تتأثر كثيراً ونعبر عنها بالأ، الخ ..الشفتان 
  .بحالات الوجه المختلفة مثل الفرح والدهشة وغيرها

قاعدة البيانات ) . Curve Fitting(وطريقة ال)  Nearest Neighbor interpolation(تم استخدم طريقة ال
في هذا البحث . شخصا ولكل شخص ثلاثة لقطات مختلفة الأوضاع  50المستخدمة في هذا البحث تتكون من 
وقد قورن بين نتائجه ونتائج ثلاثة ،  من الثانية 0.8وبزمن ،% 96.67كانت نسبة التعرف الصحيحة تساوي 

  . أبحاث سابقة مختلفة بثلاثة طرق مختلفة وكانت نتيجته مقبولة ومناسبة بالنسبة لهذه الأبحاث
 


