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This paper considers the problem of providing a geocast service in mobile
Ad hoc networks. It figures out how to select parameters for two selected
Geocast routing protocols via simulation. It presents a study for the effect
of smulation environments (node density, traffic, mobility) on geocast
routing protocols. Geocast is useful for sending messages to everyonein a
specified geographical region.

1- INTRODUCTION

Mobile Ad hoc NETwork (MANET) consists of wirelesmobile hosts that
communicate with each other in the absence of edfixfrastructure. The ability to
establish an Ad hoc network without using a fixefitdstructure makes them useful in
many scenarios, including disaster recovery, seanchrescue in remote areas, and
home networking applications. Thus MANET has atede@xtensive research interests
over the past several years.

Especial scenarios like public safety or battlédfieequire reliable Multicast
(voice, data...) communication in which the leadesstraend the same information to
more than one destination. Such multicasting isroftsed, because it is more efficient
than multiple unicasts in terms of the communigatiosts. Cost considerations are all
the more important for a MANET because the mobdstsi communicate with each
other over wireless links. In MANET environmentse tmulticast problem is complex
because network topology change may be frequent.

This paper considers a variation of multicastingmnely, geocasting. Thus, a
geocast is delivered to a set of nodes within &ifpd geographical area. Also this
paper will refer to the specified area as the “g@sbcegion”. A set of nodes in the
geocast region forms the geocast group. If a hesdtes within a geocast region at a
given time, it automatically becomes a member efdbrresponding geocast group at
that time. To determine a group membership, eacte ® required to know its own
physical location, i.e., its precise geographicrdowmtes, which may be obtained using
the Global Positioning System (GPS).

Geocast routing protocols of a MANET can be clasgiinto three categories:
Flooding-based, cluster-based and routing-basetbqots. Flooding-based protocols
use Flooding or a variant of Flooding to forwardgast packets from a source to a
geocast region. Protocols in this category inclingelocation-Based Multicast (LBM)
protocol [1] and the Voronoi diagram based geongsgrotocol [2]. Cluster-based
protocols geographically partition a MANET into seal disjointed and equally sized
cellular regions and select a cluster head in eagion for executing information
exchange. Protocols in this category include Ge®@GR3], and Obstacle-Free
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Single/Multi- Destination Geocasting Protocols. FRaoore details on these protocols,
see [4]. Routing-based protocols create routes frmnsending source to the requested
geocast region via control packets. Protocols is ¢ategory include the Mesh-based
Geocast Routing Protocol (MGRP) [5], Geocast AdeptMesh Environment for
Routing protocol (GAMER) [6] and GeoTORA protocf].

2- GEOCAST ROUTING PROTOCOLS FOR MANET

In this study, four case studies for the effectnoide density, traffic, mobility,
combination effect on LBM (for flooding-based protts), GeoGRID (for cluster-
based protocols) and GAMER (for the routing-basedqeol category) are performed.

2-1 Flooding Based Geocast Protocol (LBM)

LBM algorithms are essentially identical to mulgtlooding, with a modification that
a node which is not in the forwarding zone doesfanvard a multicast packet to its
neighbors. Thus, implementing LBM schemes requinasa node that can determine
if it is in the forwarding zone for a particularuiticast packet. Two algorithms are
presented, LBM-box and LBM-step.

LBM-box: This algorithm uses a forwarding zone that isaregtilar in shape (refer to
Figure 1) It defines the forwarding zone to be #imeallest rectangle that includes
current location of sender S and the multicastorggin that the sides of the rectangle
are parallel to the X (horizontal) and Y (verticalyes. In Figure la, the multicast
region is the rectangle whose corners are P, OdBgrand the forwarding zone is the
rectangle whose corners are S, A, B and C.
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Forwarding Zone C
Network Space Network Space

(a) Source node outside the multicagiion (b) Source node within the multicast region

Figure 1: Location Based Multicast scheme 1(LBM-box

Note that the size of a rectangular forwarding zabeve is dependent on: (i)
size of the multicast region and (ii) location dfletsender. To provide additional
control on the size of the forwarding zone, we efa parametey, which can be used
to extend the forwarding zone. Whéns positive, the rectangular forwarding zone is
extended in positive and negative X and Y diredibgé (thus each side increases by
20).

LBM-step: without including the forwarding zone explicitlypde S includes three
pieces of information with its multicast packet:
» The multicast region specification.



EFFECT OF ENVIRONMENTS ON GEOCAST ROUTING ...... 1419

*» The location of the geometrical centerc(Xc) of the multicast region. The
distance of any node Z from ¢XYc) will be denoted as DISTin the rest of
this discussion.

» The coordinates of sender Sg(Xs).

When a node | receives the multicast packet frorden®, this node |
determines if it belongs to the multicast regidrthis node | is in multicast region, it
accepts the multicast packet, and then calculétedistance from location X Y¢),
denoted as DISTfor some parameteét

% IF DISTS +§ > DIST, then node | forwards the packet to its neighbor
Before forwarding the multicast packet, node | aepk the (X Y
coordinates received in the multicast packet bguta coordinates (XY;).

< Else DIST + & < DIST;, in this case, node | sees whether or not sender S
within the multicast region. If S is in the multgtaegion, then node | forwards
the packet to its neighbors, otherwise, | discéndgpacket.

2-2 GeoGRID, Cluster-Based Geocast Protocol  ,

In this protocol the geographic area of the
MANET is partitioned into 2D logical grid as
illustrated in Figure 2. Each cell in a grid is a
square of size d x d. The cells are numbered (x,
y) following the conventional x-y coordinate.

Each host still has a unique ID (such as IP- 0.2),2) .-
address). In each cell one host will be elected as 0,1 @le 1.
the gateway of the cell. The responsibility of t(O’ o1, 0X2. )3, o) -

gateway hosts is to propagate geocast packets to

ighbori I b X
neighboring cetls. FigurQZ: Logical grids to partiti

a physical area.

For maintaining the quality of routes, the gateagt of a grid should be the
one nearest to the physical center of the grid. Tersions of GeoGRID will be
mentioned one called flooding-based and the othked ticket-based.

In the flooding-based version each node serving gad gateway within the
flooding region will help forwarding geocast messsigin the ticket-based approach,
geocast messages are still forwarded by gatewetg,Haog not all the gateways in the
flooding region will do this job. The concept ismdlar to that in Ref. [3]. To avoid
blind flooding, we will issue a number of tickeesach responsible of carrying one
geocast message to the destination region.

2-3 GAMER, Routing—Based Geocast Protocol

GAMER provides a mesh of paths between the sourddle geocast region. When a
link breaks due to the changing topology in an adetwork, the redundant paths that
exist in the mesh can be used. The mesh is crégtédoding JOIN-DEMAND (JD)

packets within a forwarding zone. Once a node englocast region receives a non-
duplicate JD packet, it generates a JT packet andasis it back to the source
following the reverse route taken by the JD packétthe nodes in the reverse route

on
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become parts of the mesh. Therfore data packetrgead by the source are forwarded
by the mesh members within the mesh and floodelinvihe geocast region. GAMER
dynamically changes the density of the mesh by singoa Forwarding Approach (FA)
to keep the network load as low as possible. A@®uode can choose one approach
among CONE, CORRIDOR and FLOOD FAs. Figure 3 shewamples of meshes
created with the CONE, CORRIDOR and FLOOD FAs. GAMEdapts its FA to a
smaller one if the current FA succeeds, or a laogerif the current FA fails.

3- SIMULATION ENVIRONMENT

The geocast protocols are implemented in the n&taionulator NS-2. The simulation
area is a 300 x 600 meter rectangle. The geocgitnrés a 150 x 150 meter square
located in the upper right corner. We put one statide in the center of the geocast
region to ensure that at least one node reside¢Beirgeocast region to receive the
transmitted geocast packets. Each Mobile Node (MNhe network has a uniform
transmission range of 100 meters, and the link Wadit available for each MN is 2
Mbps. In each 1000 seconds simulation period, thgles Constant Bit Rate (CBR)
source generates 64-byeocast data packets.

eocast regi Geocast regi @) Geocast regigm)
OO gfg OO | B

(a) (b)
Figure 3: Examples of meshes created withF(&)OD, (b) CORRIDOR, (c)
CONE FAs.

We jitter the scheduling of sending packets by somérm random amount
of time to avoid unnecessary collisions. The noaewve according to the random
waypoint mobility model [8]. The random way poinbhility model contains pause
time between changes in direction and/or speede@ndobile Node begins to move,
it stays in one location for a specified pause tidier the specified pause time is
elapsed, the MN randomly selects the next destinaith the simulation area and
chooses a speed uniformly distributed between theémmam speed and maximum
speed and travels with a speed v whose value fsramy chosen in the interval (O,
Vmay- Vmax IS @ parameter that can be set to reflect theegegf mobility. Then, the
MN continues its journey toward the newly selectiedtination at the chosen speed.
As soon as the MN arrives at the destinationaystgain for the indicated pause time
before repeating the process. We initialize thations and pause times of the MNs
with the steady state distribution for the randoaypoint mobility model [9].

For the measuring process the metrics are uséaiocamparison: Throughput,
Packet Overhead. The throughmithe amount of data transferred over the period o
time expressed in Bytes per second:
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Throughput = Arrival Rate (1- probability of |0ss).

and packet overhead is a sum of the number ofrtidtresl packets (data and control)
by all nodes in the simulation.

4- SIMULATION RESULTS
4-1 Parameter Optimization:

We begin with the LBM protocolSimulations for different RWP maximum speeds up
to 8 m/s are performed. The results concerningéuiet Delivery Ratio over different
speeds were as expected. Generally, when the sisesdthe packet Delivery Ratio
shoulddecrease. However, in our scenario the averagesp@elivery Ratio at 8 m/s
was still about 0.97%. A reason for this is (even80 nodes) the dense network in the
scenario. Thus, the choice of thparameter has no significant influence on the gack
Delivery Ratio. However, the Packet Overhead ireesavith a larges parameter.

In figure 4 our simulation shows that the (deliag O has a lower packet overhead
for all speeds (except the speed= 2m/s) than thieehd parameter § = 40,100,160
unit length). A large count of forwarders in densetworks may show broadcast storm
effects. Thus, in dense networks thearameter should be chosen nearby zero.

For theGeoGRID, there are five timers to be set. The Refresh Tives set

to: Refresh Timer (s) =Accuracy geo.information(m ¢ the geographic
max.Speed(m/s)

information is refreshed more often, then thereadifference due to accuracy of the
geo-positioning systems. The calculated value carsden as a minimum. A larger
value, may cause positive impacts concerning pasasumption, but there can be
negative impacts on the packet Delivery Ratio. G#TE receive timer was set to:
GATE receive timer = 2.5 * GATE send timer. Thisane that a node has to miss at
least two GATE messages before it starts applyinggteway. BID timer was set to
0.5s. This seems to be a quite large and thus esetwrice. A more accurate choice
could be achieved by performing some analyticatwdations concerning size of the
grid, signal propagation delay, and processing i node. The neighbor timer was
set to: Neighbor timer = 2 * GATE receive timerné&lly the GATE send timer is
evaluated for different values. A larger value k&l fewer loads, but there may be a
negative impact if the speed rises. Figure 5 shinesaverage packet Delivery Ratio
over the speed. At higher speeds the packet DgliRatio decreases. This can be
explained by packets losses due to old Gatewayi@htsc However, the GATE send
timer has only significant impact on the packetiily Ratio for large GATE send
timers. The reason for this is the optimal choit¢he Refresh Timer. As soon as a
node realizes that it has left its grid it sendstae packet. Thus, in a dense network,
as long as the Refresh timer is low enough, a lI0BGATE send timer has no
significant impact on the packet Delivery Ratio.eDto our simulations, a GATE send
timer of 0.5s seems to be good choice.

4-2 Protocol Implementations

This paper classifies the current geocast routiragopols of a MANET into three
categories, then simulate a typical geocast rougirgjocol in each category. We
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performed four case studies designed to highlightarious strengths and weaknesses
of the protocols: node density, traffic/congestiombility, and a combination case
study examining all the three parameters togethBM is evaluated for flooding-
based protocols, GAMER from the routing-based mmitocategory and chose
GeoGRID for cluster-based protocols.

LBM implementation: From our previous simulation for the parametés set

[Ifor both LBM-box and LBM-step are set to 0. We iempknt the LBM-box with an
adaptive zone.

GAMER implementation: an active GAMER is simulated in this section. I} [5
and [6] the authors use source routing in the noeshtion. However, to avoid the
overhead caused by storing path information in yew#d packet header, nodes
maintain local routing tables instead of sourcetinguin our simulation. In other
words, the intermediate nodes on a JD packet paihtain routing state, chose 1
second for the JD packet interval, 3 seconds ferntesh-member timeout, and 0.2
seconds for SWITCH-TIMER.

GeoGRID implementation: There are two anomalies that caused GeoGRID code
to differ from that suggested in [5] and [6]. Firate restrict all nodes to send exactly
one BID packet (which announces a bid to be a gatewer election rather than one
per BID packet received. This modification had fiee on the performance of the
protocol other than to reduce overhead. Secondy @0 ms (not continuously), a
node checks whether it has left the grid. We usesiimulation code for flooding based

GeoGRID, a grid size d é*T\/z_ is used where r is the transmission radius.

To provide a side-by-side comparison of the geopastiocols, we focus on
four case studies. These case studies comparedtacqls over a range of network
conditions including node densities, node mobitityd traffic rates. These cases are
outlined in the subsections below.

4-3 Case Study 1 —Effect of Node Density

To evaluate the core algorithms of the differemt@cols, case Study 1 compared their
performance in a static network using a Null MACe Waried the number of nodes in
the network area from 30 to 120 and fixed the numidfesources at (50, 100) to
decrease the variability in the distance between dburce and geocast region. A
geocast packet origination rate of 40 packets peorsd was used, although the use of
a Null MAC renders the origination rate irrelevant.

Since the network was static and no collisions vedieved to occur, network
conditions that prevented packets from being rexkivarely occurred. Therefore,
packet Delivery Ratio for case Study 1 was almbsags 100%. Thus we've omitted
the graph of these results.

Figure 6 shows that LBM-step has the highest packethead (worst case)
absolutely followed by LBM-box (because in mostesakBM-step results in a larger
forwarding zone) and GeoGRID. Packet overheaddseased by increasing the node
density.

GAMER is the cheapest in terms of packet overh€axhtrol packets (if they
exist) are sent approximately every second whildisec applications demand that
data packets be sent tens and hundreds of timesepend. Therefore, those protocols
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that are willing to use control packets to redue¢adpackets are likely send fewer
packets.

It is shown that GeoGRID has a lower packet ovetitban LBM-box when
80 or more nodes are present in the network. 8@l the network density where
grids start having more than one node in them. &0 nodes is the network density
where GeoGRID begins to have a savings in packesmnissions due to the gateways.

4-4 Case Study 2 — Effect of Traffic Rate

To quantify the effect of congestion on each of phetocols, case Study 2 used the
802.11 MAC in a static network. In this case stutg, payload portion of each packet
was set at 64 bytes and the rate was varied frpacket per second to 80 packets per
second. The number of network nodes was set ato8@hly the median value from
case Study 1A static network was used for this case study suemthat the effects of
mobility would not interfere with the effects of mgestion. As in case Study 1, the
source is fixed at (50, 100).

Figure 7 shows that LBM-step has the highest packethead (worst case)
absolutely followed by LBM-box (except for low paksource rates) and GeoGRID.
Most of the protocols appear to require a numbérasismissions per delivered packet
proportional to the packet origination rate. Theeption is GAMER, which has
periodic control overhead that does not depend upenpacket source rate, giving
GAMER a larger control overhead for low packet oragion rates. For highly
congested networks, GAMER's control packets rigaiicantly due to the difficulty
in making a successful mesh query in a busy network

Figure 8 shows that for packet origination rates30f pkts/s or below, all
protocols have the same Throughput. For higheregabf packet source rate GAMER
has the best Throughput performance followed by@d® and then followed by
LBM-step. It can be seen that LBM-box has the ldwédsoughput.

4-5 Case Study 3 — Effect of Mobility

This case study focuses on the ability of eachopatto react effectively to node
mobility in the network. A Null MAC is used in thisase study to ensure that no
effects from congestion are exist. The packet souate was set at 40 packets per
second. As in case Study 2, the number of netwodes was set at 80. The range of
mean speeds is varied from 1 to 20 meters per déndhe simulations.

Figure 9, shows that LBM-step has the highest packerhead (worst case)
absolutely followed by LBM-box, and GeoGRID.

Our simulation shows that a GAMER protocol has lest performance. It
transmits the fewest packets for all speeds. Aligtotocols are basically insensitive to
mobility with respect to Packet Overhead.

The overhead of both GeoGRID and GAMER climbhligdue to the extra
control overhead required to maintain their statam unstable network, while both
varieties of LBM are statistically unaffected by loridy.

Figure 10 shows that LBM-step and LBM-box have gdduoughput in a
mobile situation. GAMER protocol has the lowestotighput values as speed
increases. GAMER requires that a mesh be maintaimeatder for packets to be
successfully transmitted, which can be broken duedbility.
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4-6 Case Study 4 - Combined Networks

In the previous three case studies, one parangetaried. To complete our evaluation
of LBM, GAMER and GeoGRID, the simulation paramstare aggregated into five
trials to give an overview of performance at corgbirconditions. The five trials are
designed so that Trial 1 takes a combination ofi¢hst severe conditions and Trial 5
takes a combination of the most severe conditidhs. specific parameters are shown
in Table 1.

Figure 11 shows that the packet overhead is esflgnéi repetition of the
results in the previous three case studies. THabAMER uses the least number of
packets per delivered packet.

Figure 12 shows that the Throughput for all thetgols is almost equal for
Trials 1-3. However, as the network becomes moneerseand as GeoGRID is
insensitive to mobility and transmission rate fastdGeoGRID protocol has the best
Throughput than other protocols, for node densgresiter than 80.

5- CONCLUSION

In this paper, different types of Geocast routingtpcols have been evaluated
according to classifying the Geocast protocols itfiee categories. First simulate
(LBM and GeoGRID) in dense scenarios showed in ig¢m®w to choose parameters.
For LBM, thed parameter has no effect on the packet deliveig.rahe choice ob=
0 has the lowest packet overhead.

For GeoGRID in a dense network, as long as theeReftimer is low enough,
a lower GATE send timer has no significant impactie packet Delivery Ratio. Due
to our simulations, a GATE send timer of 0.5s se&rise good choice. The typical
geocast routing protocol in each category are sitedl LBM from the flooding based
protocols was chosen for evaluation, GAMER from tbeting based protocols, and
GeoGRID from the cluster-based protocols. NS2 simalation environment is used.

Moreover four case studies are performed on eactihef protocols to
determine their relative strengths and weaknegs®te density, node mobility, node
speed, and a combination case study. The conchusiathis paper are : First, GAMER
has absolute lowest value for packet overhead. Tihusetworks where packet
overhead is the only concern, GAMER is preferaBlecond, GeoGRID is the most
robust, especially in dense networks. GeoGRID dbesyever, suffer connectivity
issues in sparse networks. Finally LBM-box is gafigrpreferable to LBM-step
because of the large packet overhead in LBM-step.
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Table 1: Case study 4-Trial Simulation Parameters.

Trial No. Number of Avg. Speed Pkt. Src.Rate
Nodes (m/sec) (Pkts/Sec)
1 60 1 20
2 70 5 30
3 80 10 40
4 90 15 50
5 100 20 60
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Figure 4: LBM§ parameter Packet Overhead over speed — 80 nodes.
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Figure 5: GeoGRID GATE send timer Packet Delivetjo over speed - 80 nodes.
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Figure 6: Case Study 1- Packet Overhead versus BiuafiiNetwork Nodes.



EFFECT OF ENVIRONMENTS ON GEOCAST ROUTING ...... 1427

packet Overhead

| &8 LBM-box B BM-step mGAMER 8GeoGRID |

1 10 20 30 40 50 60 70 80
packet source rate (packets/s)

Figure 7: Case Study 2- Packet Overhead versusP@xlgination Rate.
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Figure 8: Case study 2- Throughput versus Pdakigination Rate.
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Figure 9: Case study 3- Packet Overhead versusageedode Speed.
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Figure 10: Case study 3- Throughput versus Avekimge Speed.
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Figure 11: Case study 4- Packet Overhead versterifeof Network Increase.
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Figure 12: Case study 4: Throughput versus Sewvefiyetwork Increase.
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