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1. Introduction

Rough set theory is a powerful tool for dealing
with uncertainty, granularity, and incompleteness of
knowledge in information systems. It is a mathematical
approach which deals with vagueness by a pair of exact
sets called the lower and upper approximation sets.
These approximations correspond to minimal (resp.
maximal) exact set contained in (resp. containing) the
rough set. It was proved that the pair of lower and
upper approximation operators induced by a reflexive
and transitive binary relation is exactly a pair of
interior and closure operators of a topology [6].

In Pawlak's original rough set theory [11],
equivalence relation is a core concept which seems to
be a very stringent condition that limits the application
domain of the rough set theory. To solve this problem,
several authors have generalized the notion of
approximation operators by using arbitrary binary
relations [10, 13, 14, 15, 18, 19, 20, and 22].

Lin [9] and Yao [21] studied rough sets using
neighborhood systems for the interpretation of
granules. M.E. Abd El-Monsef et al. [2] introduced
mixed neighborhood systems to approximate rough
sets. Lashin et al. [8] used a topology generated by

right neighborhoods as a subbase and defined the lower
and upper approximation operators by the interior and
closure operators of this topology.

In 2014, Abd El-Monsef et al. [1] introduced
the concept the j-neighborhood space which represents
a generalized type of neighborhood spaces.
Accordingly, we use this concept to define different
types of the lower and upper approximation operators
based on general binary relation. The lower and upper
approximation operators are defined and their
fundamental  properties are  obtained. = The
approximations are constructed in four different
approaches. Comparison between the accuracy of these
four types of approximations is imposed and the best
one is defined.

2. j-Neighborhood Spaces

In this section, we give an exposition of the
needed definitions. Also, we introduce a definition the
lower and upper approximation operators in the j-
neighborhood space and a definition of accuracy of the
approximations of rough sets.
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Definition 1 Let R be an arbitrary binary relation on a
non-empty finite set U.
The j-neighborhood of x € U (N] (x) ) ,

j = 4"', E! /i! ’l/L, (,’,v)' (E)' (i)' (M),
can be defined as follows:

(i) #-neighborhood [4]:
N.(x) ={y €U | xRy},
£-neighborhood [5]:
N(x)={y €U | yRx},
(7)-neighborhood [3]:
Nipy () = Nyen,. () Nr ),
(€)-neighborhood [3]:
N([)(x) = anNf(y) N[(Y);
(v) i-neighborhood [1]:
N;(x) = N,-(x) 0 Ny(x),
wu-neighborhood [1]:
Nu(x) = Nr(x) U N[(x):
(1)-neighborhood [1]:
Niy(x) = Nyy () N Ny (x),
{u)-neighborhood [1]:
Ny () = Niyy () U Ny (x).

Example 1 Let U={ab,cde}landR =
{(a,b), (a,d), (b,b), (d, ), (d,e), (e,d), (e, €) }.

(i)
(iif)
(iv)

(vi)
(vii)

(viii)

Thus we get

N,(a) = {b,d}, N(a) =@, N;(a) =, N,(a) =
{b,d}.N,.(b) = {b}, N(b) ={a,b},N;(b) =
{b}, N, (b) = {a, b}.

N.-(c) =9, Ni(c)={d},N;(c) =9,N,(c) =
{d}.N,.(d) = {c,e},N/(d) = {a, e}, N;(d) =

{eh, N (d) ={a,c.e}.  N,.(e) ={d,e},Ni(e) =
{d,e},N;(e) ={d,e},N,(e) = {d, e}.

Nyy(@) = @, Niy(a) = {a}, Ny (a) = 0, Ny (a) =
{a}.

Ny (b) = {b}, Ny (b) = {a, b}, Ny;y(b) =
{b}, Nyy(b) = {a, b}.

Ny () = {c, e}, Niy(c) = B, Ny (c) = @, Ny (c) =
{c,e}.

Ny (d) = {d}, Ny (d) = {d}, Ny (d) =

{d}, Ny (d) = {d}. Ny (e) = {e}, Ny(e) =
{e}, Ny (e) = {e}, Ny (e) = {e}.

Definition 2 [1] Let R be an arbitrary binary relation
on a non-empty finite set U and the map &;: U —
P(U) be a mapping which assigns for each x in U

its j-neighborhood in P(U) , where P(U) is the power

set of U .The triple (U, R, fj) is called a j-
neighborhood space.

Definition 3 Let (U,R,E ]-) be a j-neighborhood space
and A € U. The j-lower and j-upper approximations of
A are defined respectively by

Ri(A) ={peA: Np)#0, Nip) <A},
Ri(A) =AU {p € A" N;(p) N A # ¢}
where j =7, 0,4, u,(r), (L), (1), (u).

Definition 4 Let (U, R,& j) be a j-neighborhood space
and A € U. The j-boundary, j-positive and j-negative
regions of A are defined respectively by

B;(4) = R;(4) — R;(4),
POS;(A) = R;(A),
NEG;(A) = U — R;(A),
where j =7, 0,4, (1), (L), (i), (u).
Definition 5 Let (U,R,¢;) be
a j-neighborhood

space. The j-accuracy of the

approximations of A € U is defined by

|R;(4)]
|R; (4]

a;j(A) = ,Where |Ej(A)| # 0,

where j = 7,0,4,u, (), (L), (i), (u).

It is clear that, 0 < a;(4) <1 and if @;(4) =1 then
A is called j-definable (exact) set. Otherwise, it is
called j-rough.

Example 2 Let U ={a,b,c,d} and
{(a,©), (b,b), (c,a), (d,a) }. Thus we get

R =

?r (2;) = {C}! Nf (a) = {C' d}' N1(a) = {C}! Nu (a) =
c,d}.
N,-(b) = {b},N;(b) = {b}, N;(b) = {b}, N, (b) = {b}.

N,-(¢) = {a},N¢(c) = {a},N;(c) = {a},N,(c) = {a}.
N,-(d) = {a},N(d) = ¢,N;(d) = ¢,N,.(d) = {a}.

N+ @) = {a}, Nyy(a) = {a}, Ny (a) = {a}, Nyyy(@) =
{a}.

N (b) = {b}, Ngy (b) = {b}, Ny, (b) = {b}, N,y (b) =
(b},
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Ny (€) = {c}, Ny () = {c,d}, N, (c) =
{c}, Ny (©) = {c,d}.

N(r)(d) =9, N(E)(d) = {Cr d}r N(i) (@ = . N(u)(d) =
{c,d}.

Applying Definition 3, we have the following tables

Table 1:R,-(A),R,-(A),R,(A),R;(A), R, (A),R,(A),R;(A) and R;(A) for all A< U.

A R-(A) | R.(4) | R R,(4) | R.(A | R,4) | R Ri(4)
{a} 9 {a,c,d} 9 {a,c} 9 {a,c,d} o {a,c}
{b} {b} {b} {b} {b} {b} {b} {b} {b}
{c} 9 {a,c} 0 {a,c} ) {a,c} o {a,c}
(d} 9 {d} ) {a,c} ) {a,d} o (d}

{a, b} {b} u {b} {a,b,c} {b} u {b} {a,b,c}
{a,c} {a,c} | {a,c,d} {c} {a,c} {c} {a,c.d} | fac} {a,c}
{a,d} (d} {a,c,d} 9 {a,c,d} {d} {a,c,d} ) {a,c,d}

{b,c} {b} {a,b,c} {b} {a,b,c} {b} {a,b,c} {b} {a,b,c}

{b,d} {b} {b, d} {b} {a, b, d} {b} {a,b,d} {b} {b,d}

{c,d} v {a,c,d} 0 {a,c,d} 0 {a,c,d} o {a,c,d}
{a,b,c} | {a,b,c} U {b,c} | {abc} | (b} U {a,b,c} | {a,b,c}
{a,b,d} | {b,d} u {b} U {b, d} U {b} U

{a,c,d} {a,c,d} {a,c,d} {a,c} {a,c,d} {a,c,d} {a,c,d} {a,c} {a,c,d}

{b,c,d} {b} U {b} U {b} U {b} U
U U U {a,b,c} U U U {a,b, c} U
0] (0] 0] (0] 0] (0] 0] 0] (0]
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Table 2: B@,.)(A), E(,,,«) (A), E(g) (A), E({z) (A), E(u) (A), E(u) (A), B(i) (A) and E(/L) (A) fOT allAc U.

A Riy(A) | Ry (A) | Bey(AD) | Ripy(A) | Riay(A) | Ryyy(A) | Riy(A) | Riyy(4)
{a} {a} {a} {a} {a} {a} {a} {a} {a}
{b} {b} {b} {b} {b} {b} {b} {b} {b}
{c} {c} {c} 0 {c,d} o {c,d} {c} {c}
{d} ) {d} @ {c,d} @ {c,d} @ {d}

{a, b} {a, b} {a, b} {a, b} {a, b} {a, b} {a, b} {a, b} {a, b}
{a,c} {a, c} {a,c} {a} {a,c,d} {a} {a,c,d} | {a,c} {a,c}
{a,d} {a} {a,d} g |{acdt| {a |{acd| {a} {a,d}
{b,c} | {bc} | {bc} b}y | {bcar| (b3 | {bcdr| {bc} | {bc}
{b,d} {b} {b,d} b}y | bcar| {3y | {bcd}| {b} {b,d}
{c,d} {c} {c.dy | {ed} | {cd} | {cd} | {cd} {c} {c,d}
{a,b,c} | {a,b,c} | {a,b,c} | {a b} U {a, b} U {a,b,c} | {a,b,c}

{a,b,d} {a, b} {a,b,d} {a, b} U {a, b} U {a, b} {a,b,d}

{a,c,d} | {a,c} | {acd} | {acd} |{acd}| {acd} | {acd}| {ac} | {acd}

{b,c,d} | {b,c} | {b,c,d} | {b,c,d}|{b,c,d}| {b,c,d} | {b,c,d} | {b,c} | {bc d}

U {a,b,c} U U U U U {a,b,c} U

? ? ? ? ? ? ? ? ?

46



O. A. Embaby ' and Nadya. A. Toumi > A Method for Improving Rough Set Approximation Accuracy in terms of j-Neighborhood Spaces

Table 3: @,-(A), a;(4), a,, (), @;(A), @y (A), () (A), (e (A) and a,y(A) for all A € U.
A a-(4) | @@ | @@ | @@ | am@ | apn@@ | aw@ | am@)
{a} 0 0 0 1 1 1 1
(b} 1 1 1 1 1 1 1
{c} 0 0 0 1 0 0 1
(d} 0 0 0 0 0 0 0
{a, b} 1/4 1/3 1/4 1/3 1 1 1 1
{a,c} 2/3 1/2 1/3 1 1/3 1/3 1
{a,d} 1/3 0 1/3 1/2 1/3 1/3 1/2
{b,c} 1/3 1/3 1/3 1/3 1 1/3 1/3 1
{b,d} 1/2 1/3 1/3 1/2 1/2 1/3 1/3 1/2
{c,d} 0 0 0 1/2 1 1 1/2
{a,b,c} | 3/4 2/3 1/2 1 1/2 1/2 1
{a,b,d} | 1/4 1/4 1/2 1/4 2/3 1/2 1/2 2/3
{a,c,d} 1 2/3 1 2/3 2/3 1 1 2/3
(bcd} | 1/4 1/4 1/4 1/4 2/3 1 1 2/3
U 1 3/4 1 3/4 3/4 1 1 3/4

3. The rough set approximations using three types
of neighborhood systems

In this section, we introduce three types of

neighborhood systems of any element p in a j-

neighborhood space (U, R, §j), namely, the k-

neighborhood system of p , s- neighborhood
system of p and t- neighborhood system of p. Making
use of these three neighborhood systems, we define the
and approximations.

lower rough set

upper

Comparisons
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between the accuracy of these three types of

approximations are obtained.

We proved that the best approximations are those
based on the t- neighborhood systems. Moreover, the
approximations based on the t- neighborhood systems
are more accurate than the approximations which

introduced in Definition 3.

Definition 6 Let (U, R, éj) be a j-neighborhood space,
andp € U. Then

(i) the k- neighborhood system of p , s-
neighborhood system of p and t- neighborhood
system of p are defined respectively by

NS, () = {N,-(p), Ne(p), Ny (), Ns(p) },
NS (p) = {N(r)(P);N(r)(P):N(m(p);N(i)(P) },

N‘r'(p)' Nf (P); Nu(p)' N4,(p)
'N(‘r')(p)! )
Niy(®), Nyyy (0), Ngy ()

NS (p) =

(ii) every element of NS, (p) , NS;(p) and NS,(p) is
called N, (p), Ny(p) and N.(p) respectively.

Definition 7 Let (U, R, i}.) be a j-neighborhood space
and A € U. Then

(1) The k-lower and k-upper approximations of A are
defined respectively by

Ry (4) ={p € A: AN, (p) # ¢, N (p) S 4},
Ri(A) =AU {p € A% V Ni(p), Ne(p) N A # ¢},

(i1) The s-lower and s-upper approximations of A are
defined respectively by

ES(A) = {p € A: EINs(p) * ¢' Ns(p) c A}'
Rs(A) = AU {p € A°:V Ny(p) ,Ns(p) N A # ¢},

(ii1) The t-lower and t-upper approximations of A are
defined respectively by

R(A) ={p € A:3 N.(p) # ¢,N.(p) € A}

R (A) = AU {p € A°:YN,(p), N;(p) N A # ¢}.

Definition 8 Let(U, R, éj) be a j-neighborhood space,
and A € U. Then:

(i) The boundary, positive and negative regions of A
using  k-neighborhood defined
respectively by

system  are

By (A) = R (A) — Ry (A),
POS,(A) = R (A),
NEG,(A) = U — R, (A),

(i) The boundary, positive and negative regions of A

using  s-neighborhood system are defined

respectively by
By(4) = Ry(A) — Rs(A),
POS;(A) = Rs(A),
NEG,(A) = U — R (A),

(iii) The boundary, positive and negative regions of A
using  t-neighborhood defined
respectively by

system  are

Bt(A) = it(A) - Et(A);
POSt(A) = gt(A):
NEG,(A) = U — R,(A).

Definition 9 Let (U, R,& j) be a j-neighborhood space
and A € U. Then the accuracy of the approximations of
a subset A using k-neighborhood system, s-
neighborhood system and t-neighborhood system are
defined respectively by

|Ek(A)|

A) == )
a(4) |Rk(A)|
| R, (4)]

s = =
“T R @
|R.(A)|

t(A) = 1= .
VTR @)

Where |§k(A)|, |§S(A)| and |§t(A)| # 0.

It is Obvious
and0 < o,(A) < 1.

that,0 < 0 (A) < 1,0 <05(A) <1
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Table 4: R, (A), Rk (A), Rs(A), Rs(A), R (A),R.(A) forall AC U.

A R, (4) R, (A) R, (4) R.(A) R:(4) R.(A)
{a} ? {a,c} {a} {a} {a} {a}
{b} {b} {b} {b} {b} {b} {b}
{c} o {a,c} {c} {c} {c} {c}
{d} 1) {d} 1) {d} 1) {d}

{a, b} {b} {a,b,c} {a, b} {a, b} {a, b} {a, b}
{a,c} {a,c} {a,c} {a,c} {a,c} {a,c} {a,c}
{a,d} {d} {a,c,d} {a} {a,d} {a,d} {a,d}
{b, c} {b} {a,b,c} {b, c} {b, c} {b, c} {b, c}
{b,d} {b} {b,d} {b} {b,d} {b} {b,d}
{c,d} 0 {a,c,d} {c,d} {c,d} {c,d} {c,d}
{a,b,c} {a,b,c} | f{abc} | {abc} {a,b,c} {a,b,c} {a,b,c}
{a,b,d} {b,d} U {a, b} {a,b,d} | f{abd} | {abd}
{a,c,d} | {acd} | {acd} | {acd) | {acd) {a,c,d} {a,c,d}
{b,c,d} {b} U {b,c,d} | {bcd} {b,c,d} {b,c,d}
U U U U U U U
1) ? ? ? ? ? ?
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Moreover, if ap(A) =1  (respectively ag(A) =1 or
a:(A) = 1), then A is called k-definable(respectively
s-definable or t-definable) set. Otherwise, it is called k-
rough (respectively s-rough or t- rough) set.

Example 3 According to Example 2, we have the
neighborhood systems

NSi(a) = {{c},{c, d}}, NS, (b) = {{b}}, NS (c)
= {{a}}, NS (d) = { 9,{a}}
NSy(a) = {{a}}, NSs(b) = {{b}}, NS(c)
= {{c}, {c, d}}, NSs{d} = {9, {c, d}}
NS.(a) = {{a}, {c}, {c, d}}, NS.(b) = {{b}},NS(c)
= {{a}. {c}. {c.a}},
NS.(d) = {®,{a},{c, d}}.

Proposition 1. Let (U, R,& j) be a j-neighborhood
space and A S U. Then

() R;(A) € R (A),

(i) Re(A) € Ry(A),

(it} By(A) < B,(A),

(iv) 05 (A) < 0. (A).

Proof. (i) Let p € R;(A), then p € A such that
N;(p) # ®,N;(p) € A.Thus p € A such that

AN, (p) # @,N.(p) € A. Hence p € R.(A) and so
R;(A) € Re(A).

(i) Let p & Rj(A), then p € A® and N;(p) N A = 9.
Thus p € AC and 3 N,(p),

N.(p) N A =@.So, p & R.(A). Therefore, R,(A) S
R;(A).

(iii) Using (i) and (ii) we have B.(A) S B;(A).

(iv) Rj(A) € R (A) = |R;(A)] < |R(A)] and
R.(A) € ij A= |§t(A)| < |§j (A)l, then we have

H@| o
R —

Re(A)
Re(A)

| = 4@ < «@).m

Proposition 2 . Let (U, R, ﬁj)be a j-neighborhood
space and A € U. Then

(i) Ri(A) € Re(A).

(i) Re(A) € Ry (A).

(iii) B:(A) S B (A).

(iv) 0k (A) < 0 (A).

Proof. The proof is similar to the proof of
Proposition 1 .

Proposition 3. Let (U, R, éj) be a j-neighborhood
space and A € U. Then

(i) Rs(A) S R(A).

(i) R.(A) S R (A).

(iii) B.(A) < Bs(A).

(iv) ag(A) < o (A).
Proof. @ The proof is similar to the proof of
Proposition 1
Remark 1 Let (U,R,E ]-) be a j-neighborhood space
and A,B < U, then the following are not necessarily
true.
(1) R;j(A) = Re(A),
2) Re(A) = R;(A),
(3) B(A) =B;(A),
(4) 05(A) = 0r(A),
(5) Rk(A) = R (A),
(6) Re(A) = Ryc(A),
(7) B:(A) = Bi(A),
(8) 0k (A) = ar(A),
(9) Rs(A) = Re(A),
(10R(A) = Rs(A),
(11) Bc(A) = Bs(A),
(12) 05 (A) = o (A).
The following example is employed as a counter
example to show this remark.
Example 4 According to Examples 2and 3,If A =
{a, b, d}, the twelve equalities in the above remark are
not satisfied.
Considering a j-neighborhood space

(U, R, ﬁj), Propositions 1, 2, and 3 prove that the

approximations of sets using the operators R, and R,
are more accurate than the approximations obtained
by using the operators R; , ﬁj or Ry, Ry or R, Rs.
For this reason, we study the properties of R,

and R, in the next proposition.

Proposition 4 Let (U, R, éj) be a j-neighborhood

space and A,B < U. Then
(L) R(A) € A

(L) Re(U) € U.
(£3) R.(9) = 0.

(L)) A S B = R,(A) € R,(B).
(Ls) Re(ANB) € R.(A) N R, (B).
(L) Ri(AUB) 2 R,(A) UR(B).

(L) RA) = (R(49)..

(Uy) A S R(A).

(U R, (V) = U.

(Us) R (D) = @.

(U,) AS B = R, (A) € R,(B).
(Us) R.(ANB) S R(A) NR.(B).
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(Ug) Re(AUB) 2 R(A) UR(B).

W) R = (R (40)'.
(LU) R.(A) € R.(A).
Proof. The proof of (L£,),(£,),(L3), (U,), (U;) and
(U3) follows directly from Definition 7.
(Ly) Let ASB and pe€eR(4), then pE€
A such that 3 N.(p) # 0,N,(p) € A.Thus pe A C
B such that3 N.(p) # ®,N,(p) SASB Hence
p € R(B) and so R (A) € R (B). Therefore, A S
B = R.(4) € R(B).
(U,) LetA S B and p € R.(A), then we have:
(1)peEA =peEACSB=peEBCR(B)=0p

€ R.(B)
2)peAl.Then peR,(A) = V N.(p), N,(p) n
A+ Q.SinceA € B, we have ¥ N.(p), N\(p) N B #
@ and hence we have two cases:
(i) peB-—A=p€eB=pecR,(B).
(i) peBC. So V N,(p), NN(p)NB=p =pE
R (B).
Hence, by (1) and (2), we have AS B = R,(A4)
R:(B).
(Ls) Letp e R,(ANB) = pe(AnB), 3 N(p) #
@,N.(p) € (AN B)
=p€AIND #DNP)SA A p

€ B,3 N.(p) # O,N,(p) S B
=pER(A) A pER(B) = pER(A)N
R:(B).
(Us) (ANB) € A= R, (ANB) € R,(A)
(AnB)cSB

and

= R, (ANB) € R,(B). So
R.(B).

(L) AS(AUB) = R(A) S R(AUB) and BC
(AuB)

= R.(B) € R.(AUB).
R:(A) U R.(B).

R.(ANB) SR (AN

Hence R,(AUB) 2

(Ug) Let p € R,(AUB), then p & (AU B) and
p € (AUB)S 3 N,(p),N.(p) N(AUB) = 0. So

p € (A°N BY), 3 N:(p), (N:(p) N A) U (N:(p) N
A) = @. Thus

p€AS, 3 N(p),Np)NA=@ ApE

BS, 3 N.(p),N\(p)NB =0

=peR@ ApeR®B) =pe (R
R(B)).
(£7)

@, NN(p) €A opE (49, 3 Ne(p) # @, N.(p) N
AC=0¢

Let pPER(A) =peA I N(p) #

— — C

= PgR(A) & P e (R(49).
— C

Hence R,(A) = (Rt(AC)) .

(U,) By substituting A for A in (L,;) we have

Re(4) = (R (40)

(LU) Obviously, by (L) and (U,) we get R.(A) <

R.(A). m

4. Conclusions

In this paper, we introduce three types of
neighborhood systems in a j-neighborhood space,
namely, the k- neighborhood system, s- neighborhood
system and t- neighborhood system. Using these three
neighborhood systems, we define the lower and upper
rough set approximations. Comparisons between the
accuracy of these three types of approximations are
superimposed.

Propositions 1, 2, and 3 prove that the
approximations of sets using the operators R, and R,
are more accurate than the approximations obtained
by using the operators R; , ij or Ry, Ryor Ry, R;.
That is, the best approximations are those based on the
t- neighborhood systems.

Considering the j-neighborhood space, this
study provides a method to improve the accuracy of
rough set approximations by using the t- neighborhood
system.
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