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Abstract  

          

       Flame atomic absorption spectroscopy (FAAS) is used to quantitatively determine trace 

metals in the test samples. The purpose of the present study is to treat some of the factors 

affecting AAS measurements. Some of the factors are under the control of the operator while 

other factors depend on the used equipment. In the present work equipment was used with low 

detection limits and high sensitivity but still some factors can’t control. Using simulation 

methods to treat some of these measurements, obtain an estimate of the predicted concentration 

values for test samples. Two methods of simulation are investigated. The first simulation 

method is carried out by using line-of-best-fit through the experimental points using Excel 

programmed and using TREND function to estimate the unknown concentration directly from 

this calibration function. The second simulation method is based on the approximation 

programme which is built-in the concept of genetic programming (GP). This is carried out by 

the introduction of laboratory results of the known concentrations versus the absorption of 

known elements and finds the best curve of the approximate of each element. The results were 

rounded up to the laboratory results of most elements with low concentrations, the 

improvements of the methods were very satisfying and the results reached the imposed limits 

(A<0.05). Finally, a database was created for all results.  
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1-Introduction   

     FAAS is used to determine quickly and quantitatively analysis of some metals in the range 

of a few micrograms per gram or milliliter of tested samples with a good accuracy. Under 

certain conditions Beer–Lambert law fails to maintain a linear relationship between absorption 

and concentration.                                                                                           

  

A=αLC 

                                                         Or T = I/ I0 

A =-(log I/I0) = log 
𝟏

𝐓
    %           

      Where α is the absorption coefficient, L is the path length of the sample which equal 1, T is 

transmitted beam, I is transmitted intensity , I0 is the original intensity and C is the concentration 

of the sample.For optimal measurement results and to comply with the Lambert-Beer Law, the 

absorbance shall be in the lin- ear range of the instrument.  

     At very low concentrations, the readings of absorbance can be fluctuating due to the limited 

resolution of the readout display or because of the signal-to-noise ratio of the light intensity 

measurement (due to detector noise, photon noise, or light source fluctuation).The suitable range 

for optimal measurements i.e. the measurement range where the absorbance is directly 

proportional to the concentration is given as 0.3 < A < 2.5. Thus, it is recommended to avoid very 

high absorbance values (A > 2.5) as well as very low absorbance values (A < 0.3) which may 

lead to a non-linear behavior of the calibration line. (Mettler,2016). 

    The present study concentrates on some factors affecting atomic absorption measurements. A 

sensitive equipment was used with low detection limits to treat some of these factors as follow, 

the effect of temperature (Boltzmann Equation). By small changes in flame temperatures (~ 10 

K) have little effect in atomic absorption but have significant effects in atomic emission 

spectroscopy. It can be overcome by control Flame temperature for example (nitrous oxide / 

acetylene instead air / acetylene) (Perkin-Elmer, 2002). A line broadening effect which is a 

spectral line from any source, or from any absorption or fluorescence cell, will be broadened, the 

most common broadening effect such as natural broadening, Dobler broadening, Lorentz 

broadening and self absorption broadening. Chemical interference due to the resonance 

wavelength may sometimes be dependent on components in the sample solution (Erxleben, 

2009). This type of interference can be overcome by using higher flame temperature, or by 

adding releasing agent and/or by adding chelating agent. Ionization interference due to the 

formation of ions rather than atoms lowers absorption of radiation.  Alkali metal ions have 

lowest ionization energies and are therefore easily ionized in flames. Ionization interference can 

be overcome by adding ionization suppressors. Physical interferences may arise from differences 
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between physical properties of samples and standard solutions for calibration curve such as 

sample viscosity, density, surface tension, It can be overcome by avoiding differences in the 

amount of sample and standard reaching the flame. It is necessary that the physical properties of 

both be matched as closely as possible. Spectral interferences due to line overlap is very rare in 

atomic absorption spectrometry. It can be overcome by either separation of elements or by use of 

an alternative wavelength. In the present work atomic absorption spectroscopy which has low 

spectral interference .Background absorption and background correction refers to the relatively 

small number of atomic absorption lines, the effect can be overcome by one of the following 

techniques: using Deuterium Lamps for background correction purposes, using an alternating 

magnetic field (Zeeman-effect) applied at the atomizer (graphite furnace), using solvent 

extraction to remove the element from the interfering matrix, also repeating the determination at 

a nearby non absorbing line and subtracting the scatter reading from the signal obtained at the 

absorbing line. (García and Báez, 2012).     

     If we could overcome most of these interferences, still some factors cannot be controls which 

are the reasons for non-linearity (deviations from Beer- Lambert law) of calibration graphs; 

these effects can be overcome by using simulation methods to treat its measurements. Such as 

unabsorbed radiation, stray light must be absorbable to the same extent, unequal light path 

lengths across the light beam, hollow-cathode lamp line width broadening due either to the age 

of the source or the use of high lamp currents, also disproportionate decomposition of molecular 

species at high concentration this results in a lower proportion of free atoms being available at 

higher concentration for a constant atomization temperature, Polychromatic light effect, which 

occurs if the absorber's absorption coefficient alpha varies over the wavelength interval of light 

passing through the sample and varies as a function of wavelength, temperature, solvent, PH, 

and other chemical conditions. Change in PH as a function of concentration, change in refractive 

index of the solution at high analytic concentration (Mettler, 2016). 

2-Materials and Methods 

2.1-Instruments 

      FAAS is used to analysis of samples was performed using thermo elemental atomic 

spectrometer S4 to determine the concentration of (Fe, Mg, Mn, Ni, Zn and K) sample. The 

operating conditions for elements measured by this technique were given in table (1). The 

elements were determined using air-acetylene flame. Table(1) operating conditions for elements 

measured by FAAS. 
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Element Wave 

length 

(nm)m

m) 

Lamp 

current 

(mA) 

Burner 

height 

(mm) 

Fuel 

flow 

(L/min

) 

Band 

pass 

(nm) 

 Fe 248.3 15 5.4 0.8 0.2 

Mg 285.2 4 7 1 0.5 

Mn 279.5 12 7 1 0.2 

Ni 232.0 15 4.9 0.8 0.2 

K 766.5  8 3.8 1.2 0.5 

Zn 213.9  10 4.7 1 0.5 

 

2.2 Sample Preparation 

    The elements (Fe, Mg, Mn , Ni, Zn and K) were analyzed by FAAS in three type of different 

samples, sediment samples collected from Suez canal, Egypt at different depths, digested by 

using HN𝐎𝟑,𝐇𝟐S𝐎𝟒 and HF acids, fertilizers samples(urea, onium phosphate,super phosphate, 

organic and nitrogen)collected from different Egyptian markets and industries , digested by using 

HCL or mixture of  HCL +HN𝐎𝟑 and HF acids and plants samples (fruit and vegetable)collected 

from plants in Cairo, Egypt digested by using HN𝐎𝟑,𝐇𝟐S𝐎𝟒and HF acides .  

2.3 Prepared of Standard Solution  

      Standard solutions were prepared from stock solution containing 1000 µg/ml, were 

purchased from Merck for each element. This stock solution was diluted with distilled water 

once to give different concentration ranging from 0.25 to 10 ppm of different elements. The 

standard solutions were freshly prepared. 

2.4 Sensitivity 

      The sensitivity is the concentration of an element in milligrams per liter required to produce a 

1% absorption (0.0044 absorbance) signal. 

Sensitivity (mg/L) =  
𝐂𝐨𝐧𝐜.𝐨𝐟 𝐬𝐭𝐝.(𝐦𝐠/𝐋) 𝐱 𝟎.𝟎𝟎𝟒𝟒

𝐌𝐞𝐚𝐬𝐮𝐫𝐞𝐝 𝐚𝐛𝐬𝐨𝐫𝐛𝐚𝐧𝐜𝐞
 

     As long as measurements are made in linear working region, the sensitivity of an element can 

be determined by reading the absorbance produced by a known concentration of the element and 

applying the above equation (Jams and Ishwar, 1993). 
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2.5 Analytical Calibration Curves 

      The standard solutions were used to construct the calibration curves of the elements. The PH 

value for the standard solution, the samples and blank were adjusted to the same value. Under the 

optimal condition, the absorbance was determined for (Fe, Mg, Mn, Ni, Zn and K) then 

absorbance were plotted against the concentration. Fig.(1) shows an example for the obtain 

calibration curve for K and Mg. It was observed from fig.1 that the line is curved by increasing 

the concentration of standard solution. 

 

Fig.(1) Calibration Curve for Ka and Mg 

       The calibration data are judged to be satisfactory the calibration equation (i.e., the gradient 

and the intercept) can be used to estimate the concentration of the analyte in test samples, the 

prediction interval gives an estimate of the uncertainty associated with predicted values of 

x(concentration) and is illustrated in Fig.(2). (Lehtonen and Sihvonen, 2006) 

    The standard deviation (standard error), describes the dispersion of the measurements around 

the mean value. The standard deviation of the individual measurement describes also the 

precision of the measurements Standard deviation(S) of the absorbance were calculated as:  
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Where𝐢 yi is measured values of y for a given value of xi, yiˆ   is the predicated value by the 

equation of calibration line for a given value of xi and n= the number of measurements. 

The relative standard deviation (RSD) (Barwick ,2003).      

        

%RSD   
st .dev

mean
  x100%                              

 

Fig.(2) the prediction interval for x and y 

     A residual is the difference between an observed y value, and the y value calculated using the 

equation of the fitted line. The residuals give an indication of how well the line fits the data. 

3-Results and Discussion 

     A set of six standards were prepared then the absorbance for each standard sample is 

measured. The experimental result shows that the samples have absorbance greater than the 

working curve for K and Mg for an example.  

     In this case, the calculated concentration of sample will not be accurate by using the line 

equation obtained from the Beer’s Law plot and can’t be calculate for any dilutions carried out, 

(according to the matrix effect ),which taken from the AAS user guide (Mettler,2016). So by 

using some experimental results for three type of samples such as sediment samples collected 

from Suez canal (Fahmy, 2006), different fertilizers consumed in Egypt (Mousa et al., 2014) 

and plants sample. Under the same optimal condition, the sample solutions were nebulized and 

the absorbance was determined. Concentration in ppm of K and Mg elements for fertilizers 

sample, plants sample and sediment Sample with different simulation methods are tabled in table 

(2). 
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Table (2): Concentration in(µg/ml)  ppm of K and Mg elements for fertilizers sample, plants 

sample and sediment Sample . 

Fertilizers 

Sample no. 

Measurement by AAS 

     K Mg 

F1 44.1 0.6544  

F2 2.33 3.20941  

F3 6.8 4 

F4 52.02 2.073  

F5 0.23 0.991  

F6 0.390 2.85  

F7 0.2 0.016  

F8 0.4 3.604  

Plants    

Sample no. 

    K Mg 

1 11.06 1.796 

2 15.01 6.275 

3 15.8 5.0457 

4 11.12 0.8769 

5 13.25 2.3954 

6 10.999 2.551 

sediment 

Sample no. 

Measurement by  

Flame photometry 

  Measurement by  

           UV-VIS 
K Mg 

1 10.036 1612.95 

2 10.864 1497.35 

3 9.683 1656.55 

4 10.174 2500 

5 10.547 1504.55 

6 9.6 942.55 

7 11.572 1719.8 

8 10.864 1656.1 

9 10.817 1534.25 

10 11.386 1690.5 
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3.1 Estimating the uncertainty in predicted concentrations by Using MS EXCEL Programme 

to fit curves  

     Using MS Excel programme to enter and graph the data, linear regression simply calculates 

the values for m and b that minimize the sum of the squared residuals. For this reason, this type 

of regression is often referred to as, “least squares regression” (Barwick, 2003). 

Fig.(3), shows the analytical curves for K with Linear fit as an example. The fit-equation is 

y=mx+b, the predicted concentrations by the fit-equation is x=(y-b)/m or using TREND function 

to estimate the unknown concentration directly from this calibration function. Where x is 

concentration(C), y is absorbance (A) and (m,b)are constant .  

  

 

Fig.(3)analytical curves for K with linear fit  

     The correlation coefficient, (r2) is a measure of the strength of the degree of correlation 

between the y and x values. From fig.(3) r2 =0.985 , this gives an idea of the error that is caused 

by the slight residual non-linearly of the calibration curve (Emeritus and O’haver,2008).  The 

residual plots for the improved method of the K as an example are shown in fig.(4). 

 

   Fig.(4) The residual plots for K with linear fit  
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    Second method to improve r2 by using quadratic fit, Fig.(5) shows the analytical curves for K 

with quadratic fit as an example. The equation is y = a*x2 + b*x + c, estimate the predicted 

concentrations by the fit-equation of calibration line, namely 

                                

x = (-b+SQRT(b2-4*a*(c-y)))/(2*a) 

Where x is concentration(C), y is absorbance (A)and (a,b,c)are constant .   

 

.   

Fig.(5)analytical curves for K with quadratic fit 

 

      From fig.(5), r2 =0.999 which approximates the perfect value 1 and improvement of fitting 

methods, The unknown concentrations (con.), unknown absorbance (abs.) results for Excel 

programme are tabled in table (3).  

 

3.2 Estimating of Concentration by Using Approximation programmed built-in with 

genetic programming (GP) concept 

 

       Recently, different modeling methods, based on soft computing systems, include the 

application of Artificial Intelligence (AI) Techniques. Those Evolution Algorithms have a 

physical powerful existence in the physics (Cohen et al., 2003). Due to the nonlinear 

relationship between the interaction parameters and the output, the behavior of the interactions 

often becomes complicated. To understand the interactions of multipart data analysis are needed 

earnand (AI) techniques are vital (Teodorescu and Sherwood, 2008).Those techniques are 
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becoming useful as alternate approaches to conventional ones. In this sense, AI techniques, such 

as Genetic Programming (GP), and Gene Expression Programming (GEP), can be used as 

alternative tools for the simulation of these interactions (Ferreira et al., 2006).  

 

     The GP is a Global Optimization algorithm and an Automatic Programming technique that 

had been applied in Physics. It is a recently developed Evolutionary Computation (EC) method 

for function discovery and data analysis (Schmidt and Lipson, 2009). GP is established on the 

assumption of Darwin’s theory of evolution in nature.  GP uses population of individuals, 

selects them according to fitness, and produces genetic variation using one or more genetic 

operators    (Koza, 1992). The motivation of using a GP approach is its learning algorithm that 

learns the relationships between variables in sets of data and then builds models to explain these 

relationships (mathematically dependence) (Whiteson and Whiteson, 2009). 

    

    Approximation programmed built-in with genetic programming (GP) concept to calculate the 

unknown concentration from equation, which different for each element. 

Fig.(6) Shows the GP result for K as an example, from fig.(6) the equation of GP for K as an 

example is ( y=x/(x+2)) ,where x:  concentration of any element , y: absorbance of any element. 

The unknown concentrations (con.GP), unknown absorbance (abs.GP) results for GP programme 

are tabled in table (3).  

 

 

Fig.(6) shows the GP result for K 
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3.3 Comparison of results between different simulation methods 

     The concentration in (µg/ml) ppm, absorbance results for standard elements for three 

measurements with different simulation methods are tabled in table (3). 

Table (3): The concentration in (µg/ml) ppm, absorbance results for standard elements for three 

measurements with different simulation methods. 

Con. of 

standard

(x) 

Fe Mn 

 

 Con.(x) 

    by 

(fitting) 

 

Con.(x) 

   by 

  (GP)    

  

Abs.(y) 

by 

(AAS) 
 

 

Abs.(y) 

    by 

(fitting) 

 

 

Abs.(y) 

    by  

  (GP) 

 Con.(x) 

    by 

(fitting) 

 

Con.(x) 

   by 

  (GP)    

  

Abs.(y) 

by 

(AAS) 
 

 

Abs.(y) 

    by 

(fitting) 

 

 

Abs.(y) 

    by  

  (GP) 

0.25 0.22 0.12 0.005 0.0062 0.01 0.26 0.27 0.064 0.063 0.08 

0.5 0.44 0.36 0.015 0.017 0.020 0.52 0.47 0.106 0.103 0.15 

0.625 0.72 0.672 0.028 0.023 0.026 –––– –––– –––– –––– –––– 

1 1.04 1.008 0.042 0.040 0.041 1.091 0.91 0.198 0.18 0.3 

1.25 1.38 1.392 0.058 0.051 0.052 1.27 0.73 0.227 0.22 0.36 

1.75 1.97 2.04 0.085 0.074 0.072 –––– –––– –––– –––– –––– 

2 2.13 2.184 0.091 0.086 0.083 2.15 2.33 0.369 0.34 0.54 

2.5 2.71 2.856 0.119 0.10 0.10 2.50 1.49 0.427 0.42 0.65 

3.5 3.52 3.744 0.156 0.154 0.145 –––– –––– –––– –––– –––– 

4 4.00 4.2 0.175 0.177 0.16 4.05 4.14 0.676 0.66 0.92 

5 5.00 5.28 0.22 0.22 0.20 –––– –––– –––– –––– –––– 

7 6.44 6.84 0.285 0.31 0.29 –––– –––– –––– –––– –––– 

8 –––– –––– –––– –––– –––– 6.51 5.09 1.085 1.30 1.41 

10 9.11 9.72 0.405 0.45 0.41 6.97 5.57 1.148 1.63 1.57 

Con. of 

standard

(x) 

K Mg 

 

 Con.(x) 

    by 

(fitting) 

 

Con.(x) 

   by 

  (GP)    

  

Abs.(y) 

by 

(AAS) 
 

 

Abs.(y) 

    by 

(fitting) 

 

 

Abs.(y) 

    by  

  (GP) 

 Con.(x) 

    by 

(fitting) 

 

Con.(x) 

   by 

  (GP)    

  

Abs.(y) 

by 

(AAS) 
 

 

Abs.(y) 

    by 

(fitting) 

 

 

Abs.(y) 

    by  

  (GP) 

0.25 0.15 0.24 0.09 0.12 0.11 0.29 0.24 0.422 0.790 0.33 

0.5 0.48 0.49 0.17 0.17 0.2 0.67 0.50 0.886 0.867 0.6 

0.625 –––– –––– –––– –––– –––– –––– –––– –––– –––– –––– 

1 1.16 0.85 0.299 0.27 0.33 1.75 1.12 1.276 1.021 1 

1.25 –––– –––– –––– –––– –––– –––– –––– –––– –––– –––– 

1.75 –––– –––– –––– –––– –––– –––– –––– –––– –––– –––– 
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2 2.21 2 0.5 0.45 0.5 2.54 2.20 1.606 1.32 1.5 

2.5 –––– –––– –––– –––– –––– –––– –––– –––– –––– –––– 

3.5 –––– –––– –––– –––– –––– –––– –––– –––– –––– –––– 

4 3.83 4.30 0.806 0.83 0.66 2.92 3.32 1.761 1.94 2 

5 –––– –––– –––– –––– –––– –––– –––– –––– –––– –––– 

7 –––– –––– –––– –––– –––– –––– –––– –––– –––– –––– 

8 4.37 20.22 0.91 1.57 0.8 3.19 3.32 1.873 3.17 2.4 

10 –––– –––– –––– –––– –––– –––– –––– –––– –––– –––– 

Con. of 

standard

(x) 

Zn Ni 

 

 Con.(x) 

    by 

(fitting) 

 

Con.(x) 

   by 

  (GP)    

  

Abs.(y) 

by 

(AAS) 
 

 

Abs.(y) 

    by 

(fitting) 

 

 

Abs.(y) 

    by  

  (GP) 

 Con.(x) 

    by 

(fitting) 

 

Con.(x) 

   by 

  (GP)    

  

Abs.(y) 

by 

(AAS) 
 

 

Abs.(y) 

    by 

(fitting) 

 

 

Abs.(y) 

    by  

  (GP) 

0.25 0.12 0.29 0.055 0.074 0.047 0.162 0.25 0.02 0.025 0.02 

0.5 0.41 0.52 0.095 0.10 0.090 0.482 0.47 0.038 0.039 0.04 

0.625 ––– –––– –––– –––– –––– –––– –––– –––– –––– –––– 

1 1.13 1.18 0.192 0.175 0.166 1.10 0.91 0.073 0.067 0.08 

1.25 –––– –––– –––– –––– –––– –––– –––– –––– –––– –––– 

1.75 –––– –––– –––– –––– –––– –––– –––– –––– –––– –––– 

2 2.24 2.62 0.344 0.30 0.28 2.04 1.27 0.126 0.123 0.16 

2.5 –––– –––– –––– –––– –––– –––– –––– –––– –––– –––– 

3.5 –––– –––– –––– –––– –––– –––– –––– –––– –––– –––– 

4 3.83 4.26 0.56 0.57 0.44 3.95 4.21 0.233 0.235 0.32 

5 4.33 8.47 0.629 0.71 0.5 –––– –––– –––– –––– –––– 

7 –––– –––– –––– –––– –––– –––– –––– –––– –––– –––– 

8 5.21 14.92 0.749 1.11 0.61 –––– –––– –––– –––– –––– 

10 5.56 19.63 0.797 1.38 0.66 –––– –––– –––– –––– –––– 

    Con.   : Concentration of any element.           

   Abs.   : Absorption of substance 
         

            Concentration in ppm of K and Mg elements for fertilizers sample, plants sample and 

sediment Sample with different simulation methods ,measurement by AAS techniques for all 

elements while measurement by flame photometry for K in sediment sample and UV-VIS 

spectrophotometer for Mg in sediment sample ,are tabled in table(4). 
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Table (4): Concentration in ppm of K and Mg elements for fertilizers sample, plants sample and 

sediment Sample with different simulation methods. 
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N

o. 

Measurement by AAS Estimating by 

TREND 

Function 

Estimating by 

Approximation 

programmed 

 K Mg K Mg K Mg 
 1 44.1 0.6544 43.20 0.660 27.36 0.364 

 2 2.33 3.209 2.322 2.75 1.415 2.77 

 3 6.8 4 6.78 3.317 4.195 4.57 

 4 52.02 2.073 51.58 1.95 32.11 1.43 

 5 0.23 0.991 0.22 1.072 0.1105 0.62 

 6 0.39 2.85 0.39 2.49 0.212 2.24 

 7 0.2 0.016 1.816 0.0075 1.1 0.042 

 8 0.4 3.64 0.412 3.036 0.225 3.52 

 P
la

n
ts

  
  
  
 

S
a
m

p
le

  

         K Mg K Mg K Mg 
 1 11.06 1.79 6.499 2.43 8.38 2.16 

2 15.01 6.275 8.00 3.11 5.34 3.17 

 3 15.8 5.045 8.30 3.04 5.04 3.04 

 4 11.12 0.876 6.52 1.58 8.28 1.34 

5 13.25 2.39 7.33 2.68 6.24 2.48 

6 10.99 2.551 6.47 2.72 8.47 2.54 
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N

o. 

Measurement 

by  Flame 

photometry 

Measurement 

by  UV-VIS 

            

Estimating by 

TREND 

Function 

Estimating by  

Approximation 

programmed 

K Mg K Mg K  Mg 
1 10.62 403.6 12.2480 402.8637 11.0892 528.7664 

2 11.5 807.2 13.1280 805.7297 11.8675 1057.509 

3 10.25 2522.5 11.8780 2517.910 10.7620 3304.669 

4 10.5 2018 12.1280 2014.327 10.9831 2643.740 

5 12.75 1816.2 14.3780 1812.894 12.9731 2379.368 

6 11 2018 12.6280 2014.327 11.4253 2643.740 

7 12.25 908.1 13.8780 906.4462 12.5309 1189.695 

8 11.5 1311.7 13.1280 1309.312 11.8675 1718.439 

9 11.5 1210.8 13.1280 1208.595 11.8675 1586.253 

10 12 1614.4 13.6280 1611.461 12.3098 2114.996 
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4-Conclusion  

 Flame atomic absorption spectrometry (FAAS) was used to determine the concentration 

of some elements with a good accuracy and sensitivity. 

 Once for optimal measurement results and to comply with the Lambert- Beer's Law, 

unknown concentration of solutions can be measured using the calibration curve. If 

Beer's Law is deviation, two different simulation methods are used to treat and determine 

the unknown concentration of samples. These methods which are used GP (a global 

optimization algorithm), fit linear equation and TREND function. 

 The measured standard solutions of elements by AAS technique are a good agreement 

with the two different simulation methods with each other at low concentration, The 

improvements of the methods were very satisfying and the results reached the imposed 

limits (A<0.05). 

 In spite of the low concentration of elements was varied between (0.25 and 4 ppm) is a 

good agreement with GP method and AAS technique, but not agree in high 

concentration.   

 At high concentration of some standard elements above (4 ppm) the K and Mg for direct 

or by dilutions the measurements are not accurate according to some factors affecting on 

AAS technique, sensitivity of these elements and for this reason the simulation method 

must be used. 

 The results by fitting method for K, Mg as an example on high concentration are a good 

agreement with the results by two different techniques (Flame photometry and UV-VIS 

spectrophotometry) which avoid the factors affecting on the measurements, this show the 

validity of fitting method on AAS at high concentration.  

 The residual standard deviation is used as an estimate of the uncertainty in predicted 

concentration values, rather than carrying out the full standard error of prediction 

calculation.  
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 الملخص العربي

 

 

 عمرو محمذ محمود خيرت   ./ د. م. أ               وفاء محمود موسى                                      /. د.م.أ    
 اٌف١ض٠اء إٌظش٠ت  أستار ِساعذ                                            ف١ض٠اء الاط١اف         ِساعذأستار    

                                                    خاِعٗ ع١ٓ شّس  اٌعٍَٛ بى١ٍٗ                                    بى١ٍٗ اٌبٕاث ٌلأداب ٚاٌعٍَٛ ٚاٌتشب١ٗ           

         خاِعٗ ع١ٓ شّس           

                                                        

ٕ٘ان بعض اٌعٛاًِ اٌتٝ تؤثش عٍٝ ٚ. اٌّختبشة ٌتحذ٠ذ اٌىّٟ ٌٍّعادْ فٝ  اٌع١ٕاثيط١فٟ الاِتصاص اٌزسٞ        ٠ستخذَ 

 وّا ٠ٛخذ عٛاًِ أخشٜ تعتّذ عٍٝ اٌدٙاص اٌّتستخذَ فٝ , ٠تُ اٌتحىُ ف١ٙا عٓ طش٠ك اٌّشغً ٚاٌتٟل١اساث الاِتصاص اٌزسٜ 

   تضاي         ٌٚىٓ لا,فٝ ٘زا اٌبحث تُ استخذاَ خٙاص رٚ حساس١ت عا١ٌت ٌتع١١ٓ ٚتحذ٠ذ دل١ك ٌٍتشو١ضاث إٌّخفضت. اٌتع١١ٓ

باستخذاَ طشق اٌّحاواة ٌعلاج بعض ٘زة اٌم١اساث ٚتع١١ٓ اٌتشو١ضاث اٌعا١ٌت .  بعض اٌعٛاًِ اٌتٝ لا ٠ّىٓ اٌس١طشة ع١ٍٙا

ٌٍعٕاصش اٌغ١ش ِعشٚفت ٌٍع١ٕاث اٌّستخذِت اٌطش٠مت الاٌٚٝ ٌٍّحاواة باستخذاَ بشٔاِح اوس١ً ٚتحذ٠ذ افضً خظ ٠ّش بإٌماط 

طش٠مت اٌّحاواة اٌثا١ٔت باستخذاَ بشٔاِح . اٌذاٌتٖ  ِٓ ٘زةٌحساب اٌتشو١ض غ١ش اٌّعشٚف ِباشش اٌّع١ٍّت ٚاستخذاَ داٌت تش٠ٕذ

 عٓ طش٠ك ادخاي إٌتائح اٌّع١ٍّت ٌٍتشو١ضاث اٌّعٍِٛت ِمابً الاِتصاص ٌعٕاصش ِعشٚفت بشِدت اٌد١ٕ١تِبٕٝ عٍٝ ِفَٙٛ اي

ِٓ خلاي استخذاَ تٍه اٌطشق ٌٍّحاواة ٚخذث إٌتائح ِمشبت ٌٍٕتائح اٌّع١ٍّت ٌّعظُ ٚ. ٌىً عٕصشتمش٠بٝٚإ٠داد أفضً ِٕحٕٝ 

 ٚاخ١شا تُ إٔشاء , ِع اٌتشو١ضاث اٌعا١ٌتاخ١ذ اٌعٕاصش راث اٌتشو١ضاث إٌّخفضت , وّا ٚخذ استخذاَ اٌطش٠مت الاٌٚٝ ٌٍّحاواة

.                                                                                                  لاعذة ب١أاث ٌىً إٌتائح                                                     

                                                                                                                                  

 

 

 


