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Abstract
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The Ranked Set Sampling Method (RSS) as suggested by Mclntyre
(1952) may be modified to yield new sampling methods with improved. Since
the efficiency of this method is susceptible to errors in ranking, Several
modifications for the RSS are introduced such as extreme ranked set sampling
(ERSS), median ranked set sampling (MRSS), Double ranked set sampling
(DRSS), percentile ranked set sampling (PRSS) and quartile ranked set
sampling (QRSS).

In this study decile ranked set sampling (CRSS) Method is suggested
for estimating the population mean (p), this method is compared with the
simple random sample (SRS) and other ranked set sampling. The CRSS
estimator is unbiased of the population mean for symmetric distributions about
its mean in addition the CRSS method are more efficient than SRS and RSS for
all symmetric and asymmetric distribution.

Key words: Ranked set sampling; simple random sample; decile ranked
set sample; unbiased estimator; symmetric distributions;
asymmetric distributions.

1- Introduction
The Ranked Set Sampling (RSS) was suggested by

Mclntyre (1952) for estimating mean pasture yields with
greater efficiency than SRS but without Mathematical theory
to support his suggestion. (Patil et al., 1994)

Takahasi and Wakimoto (1968) provided the necessary
mathematical theory of RSS and they proved that the sample
. mean of the RSS is an unbiased estimator of the population
" mean with smaller variance than the sample random sample
with the same size of sample. Dell and clutter (1972) showed

-that the mean of RSS is unbiased of the population mean
71



regardless of error in ranking. Several modifications for the
RSS are introduced by Samawi et al. (1996); Muttlak (1997);
Al-Saleh et al. (2000) and Muttlak (2003). They showed that
these modifications (Methods) estimators are unbiased
estimator of the population mean. In this paper, we introduce
the considered modification of RSS method of decile Ranked
Set Sampling (CRSS). The newly suggested method is
compared with SRS and RSS. Also the properties of CRSS for

estimating the population mean will be discussed.

2- Sampling Methods

2-1 Simple Random Sample:

The SRS as a method of selecting (n) observations out

of the population of size (N) such that every one of the (t )

distinct samples is equally Likely to be chosen an equally to
1)N /(if we draw the elements without replacement. To draw

a simple random sample of size from a population of size N,
the units of the entire population are listed from 1 to N. A unit
of the population is selected to be included in the sample
based on the outcome from the table of random numbers or 2
computer program produces such a table. Sampling could be
with replacement or without replacement (Cochran, ¥977).
Let Xy, X3,.-.., Xq be a sample random sample of size
(n). Then the unbiased estimator of the population mean is the

sample mean which given by o
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2-2 Ranked Set Sampling

The RSS may be summarized as follows:

- Randomly selected n® sample units from the target
population.

- Randomly partition the sample into n sets, each of size n

: The units within set are then ranked with respect to
a variable of interest.

- Choose a sample for actual analysis by including the
smallest ranked unit in the first set, then the second
smallest ranked unit in the second set, the procedure
continues in this manner until the largest unit is been
selected from the n™ set.

- We can repeat this process m times, I needed to obtain
a set (sample) of size nm from initial n’m units.

Let X, X,,..., X, be a random sample with probability

. . 2
fensity function f(x) with mean u and variance o
~1
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be independent random variables all with the cumulative

distribution function F(x).
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Let Xn dentote the i t rder statistic from the 1" sample

of size n (i = 1,2,...,n). The unbiased estimator of the

population mean using RSS (assume that m = 1) is defined as
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2-3 Decile Ranked Set Sampling:
To obtain a sample of size n based on CRSS Method,

the following steps are required to be carried out.

Step (1): select n random samples of size n units from the
population under studied.

Step (2): rank the units within each sample with respect to the
characteristic ~ under investigation. =~ The T
measurements are then obtained depend on whether
the set size is even or odd. o
- If the sample size is even, then select fof
" measurement from the first (n/2) samples ¥°

(dyery)™ smallest ranked unit and from the second
~A 1



(n/2) samples, the (dygs))” smallest ranked unit
where dp lower decile and d, upper decile for
example, if di = 10% then d, = 90% or d; = 20%
then d, = 80% etc. |

- If the sample size is odd, select from the first (P—;)

sample, the (dL(n+1))th smallest rank unit and from

the other (Eg—l) samples the (du(nﬂ))th smallest rank

unit and from one sample the median for that

sample for actual measurement.
Step (3): The Cycle may be repeated m times is needed to get

nm units. These nm units are from the CRSS data.

- For even sample size:

Let XidLm+1y be the (dL(nﬂ))th smallest ranked unit of the
i sample (i=1,2,...,L), where L = (n/2) and Let Xj@aun+1y) be

the (du(n+1))th smallest ranked unit of the i™ sample (i = L+1,

In this case, X, (dL(n+1))s Xz(dL(nﬂ)), XE_(dL(nﬂ)),Xg{r_%(du(nﬂ))a ey
2 2

Xn(du(n-!—l)), denote the measured CRSS.

- For odd sample size:

Let Xi(dL(n+1)) be the (d]_,(nﬂ))th smallest ranked unit of the
th
U sample (i=1,2,...,L), where L; = (a-1) and Xis1y2) be the
2

Median of the i sample of rank i = (n+1)/2 and Let X; (dygs1)
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d unit of the i sample, (i=

be the (dyn 1) smallest ranke 1+2)
L+3, ..,0)

Xn-1 (dL(n+1)), Xn+1 i
& Ois ase, XydLat D) Xo@L@+), - = -5-((1'1.1)/2),

t
Xns3@u(t1))» XS )+ > 0@+ D) denote the meagyyg,
g 2

2

CRSS. |
If n is even the estimator of the p0p1112.lt10n mean usip,
CRSS with one cycle can be defined as:

sl 1 L n

X orsse = “{Z Xiawmay T zxi(du(ml)) (6)
n|ia i=L+1 ,

where L =n/2

and variance

n/2

2 1 n
Var ( Xegsse )= oF 2 Var(X; o) + Z2Var(Xi(du(n+m) -(7)

i=—

2

- Ifn is odd the CRSS estimator of the population mean

1s given by:
‘)—('CR 1| (D2 n
SSO —
= X, +X 8
ni{ e HdLte+D) (n—ﬂ)((n+l)/2) B ZXi(du(nH» ( )
2 i=_ni',_3_'
2
and variance
Var ( CRSSO ) 3
1 (ni/Z
i Var(X. n 9]
2 +V (
n : l(dl-(n+1))) ar(X - "t
7 : (%ﬂ((nu)/z)) = ZV?I(Xi(du(nn)))
i
2
Let ¥

2 as denote the Sample mean of simple random Samp]e
Ol s1zen. The Properties of YCRSS ar

ey .
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- X 18 an unbiaged estimator of the population

mean under the assumption that the population is
symmetric about its mean,

2- Var ( X ) is less than Var (X

SRS )
3- If the distribution is asymmetric about p, then mean

square error of X

crss 18 1ess than variance of X SRS

Now, we will prove that chss is an unbiased estimator of the
population mean and has smaller variance than
variance of SRS.

- For sample size is even

S— n/2

n
XCRSSE = ;1' ZXi(dL(IH-l)) t ZXi(du(nH))
n+2

i=1 n+2

2

n/2

- 1 n
E (XCRSSE) = I Z E(Xi(dl,(n+1))) + ZZE(Xi(du(nH)))
i=1 . n+

2

21[2“* e ]
© nl2 dL(n+1) 2 du(n+1)

If the distribution is symmetric about p (David and Nagaraja,
2003) then

* *
H=HdL(n+1) = Kdu(n+1) —H

. *

* HdL(n+1) +Kdu(n+1) = 2H

ke ) . lin e
E ( XCRSSE ) = %;[%(uduml)) + (p'du(nﬂ) ):l g ;[-2“(2!1)] =l
77



and

n/2 a
Var ( X sse kA ZVEU (X, wny) ;zvar(xi(du(nﬂ)))
CRSS

n i=1 e

n
bl —-L Evar(xi(dh(“m))+-—2-Var(xi(du(n+l)))]
n’|2

(e)
[Gdl..(ml) + Gdu(n+1)]< "H'

- For the sample size is odd

= 1 (n-1)/2 ; n

= - . +X + > X,
Xcl?.sso 5 - X:(dL(n+l)) _(_1_\;;_1)((“1),,2) .;ﬂ i(du(n+1))
T2
i 1 (n-1)/2 n
n i=1 -—2—((n+l)/2) n+3

2

lin-1
" (u’dL(nﬂ) + Raugueny) + B

because E(X

Il

@), el If the distribution is symmetric.

— l|n-
E ( X crsso ) - H[%luu)*-}l}: m

and
Var ( Xcass ) =
1 (a-1)/2 3
Rad var LIS | S
g [ ; Xicawmay) + Var (X .. )+ Var (X o)
—(n41)/2) ST
i+
- h-1
= *2 2
2n2 (G dL (n+1) + Gdu(n+l))+ ~-—(1" - < —G—""

n? (‘"'—)((nﬂ)/z) n
78 X



3- Illustrative example

To compare the Proposed estimator for the population

- mean using the CRSS againgt the usual estimators using SRS

and RSS methods. Two Symmetric distributions, namely

uniform and normal and two aSymmetric distributions, namely,
exponential and gamma. The relative efficiency (precision) of

estimating the population mean using the RSS with respect to

usual estimator using SRS defined by:

— i Var (X )
RP( XRss ’ XSRS )= =

...(10)
Var ( X))

If the distribution is symmetric the relative precision of the

CRSS with respect to SRS is defined by:

- e Var (X__. )
RP ( XCRSS ’ XSRS ) = SRS (1 1)
Var ( X. )
But, If the distribution is asymmetric, the efficiency is defined
follow
_ - Var (X_,. )
RP ( XCRSS ’ XSRS ) = s
MSE ( X )

Where MSE ( Xouss )= Var ( X ) + (bias)’

where bias = p-E ( -icass ) 79
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In this study, we assume that the cycle is repeated oncg, b,
1, 2 and 3 summarize the relative efficiency of the RSg -
CRSS estimators with sample size n= 10, 11 and 12 f, d -
20%, 30% and 40%.

Table (1)

The efficiency for estimating the population mean using RSg and

CRSS with sample size n = 10 units for dy, =20%, 30% and 40,

. CRSS -

Distribution RSS T TN W

Uniform (0,1) 5451 | 9771 | 9873 | 963

Normal (0,1) 5382 | 10334 |10.334| 10.856

Exponential (1) 3.345 4.023 1.817 1.753

Gamma (1,2) 3271} 3.882 | 1.632 | 1234
Table (2)

The efficiency for estimating the .population mean using RSS and

CRSS with sample size n = 11 units for d; = 20%, 30% and 40%

Distribution RSS SR N
20% | 30% 40%

. 4_________/
Uniform (0,1) 6.001 | 10333 [11.314| 12.003
Normal (0,1) 5535 | 11.112 |13.197| 13.952

- T /
Exponential (1) 3.453 4.561 1.872-| 1456
Gamma (1,2) 3724 | 4.002 | 1931 | 134
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The efficiency for estimating the population mean using RS

CRSS with sample size n = 12 upijt for dy, = 20%, 30%

Table (3)

S and

o and 40%

" pumibution | Rss | T
20% | 30% 40%
Tniform (0.1) | 6582 [ 11302 13705 12,520
Normal (0,1) 6.335 | 12.141 | 14.121| 14611
Exponential (1) 4310 | 4661 | 2077 | 1556
Gamma (1,2) 3952 | 402 | 1765 | 1342

e e S ————————

Based on Tables 1, 2 and 3 we can conclude the following;:

1- In this study, the RSS and CRSS methods are more

efficient than SRS with different size of sample and
several distributions whether symmetric or asymmetric.
In this study, if the underlying distribution is
a symmetric, there is decreased in the efficiency if
compared with symmefric distribution at the same size
of sample and for some d; values.

For example for the exp(1), with n= 10 and d;, = 20%
then the efficiency = 4.023 but the efficiency of normal
(0,1)=10.334.

In this study, the efficiency of CRSS is increasing as the
sample size increased for symmetric and asymmetric
distributions.

For example when di, = 30% for n=11 and 12 units the

efficiency of CRSS is 13.197 and 14.121 respectively
81



for estimating th
distribution. For the exponentlal, the effici ency |

e mean Of the standard Norm
a

f
CRSS when di, = 30%, forn =11 and 12 units, is 1 g7,

and 2.077 respectively for estimating the mean.
In this study, the efficiency of CRSS 1is increaseq i
decile value at the same size of sample when
distributions are symmetric but the efficiency of CRSg
is decreased when the distributions are asymmetric.

For example, for di = 20%, 130% and 40% with n = 1
units, the efficiency of CRSS is increasing for
estimating the mean of the uniform distribution (0, 1),
but if the distribution is exponential, the efficiency of

CRSS is decreasing, see table (1).

Conclusion:

In this paper, it is observed that the CRSS estimator is

unbiased of the population parameters if the distribution i
symmetric or asymmetric, and more efficient than the SRS
and RSS if the distributions are symmetric and more efficient

than the SRS if the distributions are asymmetric, SO We

suggest using the CRSS for estimating the population meat
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