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A PROPOSED SYSTEM T0O DEFINE STUDENT IDENTITY THROUGH SOUND
RECOGNITION TECHNIQUES

M. E. El-Alami° M.F. El Atwi~ M. A. Ezzat™
Abstract

This paper presents a framework for a proposed éGoeoognition
system to identify sound of human and detect whohes speaker. The
presented system is an approach for identificasiomnd through Wavelet
and pattern recognition. Primary goals of the psagosystem were to
identify speaker sound by improve performance tesahd identify the
sound. According to many researches and studi¢iset@coustic signature
of many properties which make them the most disoatmg between the
dynamic characteristics of the human body in thentfication and
discrimination of sound, so everyone has a uniqued like one, everyone
unique nervous system controls the audio devic&ryeme has their
different sound waves from the rest of humanitysthi, the system receives
sound from the person and converts it to digitghal. Secondly, it makes
some pre-processing on signal to makes it cleaeimpving noise with the
following functions: (I) Input Sound; () pre-pressing; (lll) signal feature
extraction using wavelet analysis; (IV) classifysignal. And (V) detect the
speaker; this showed in the diagram of the propegstm.

Keywords

Sound Recognition, Wavelet, Speaker Identificativtel-Frequency
Cepstral Coefficients (MFCC), feature extractiorgcagnition, signal
recognition.

1. INTRODUCTION

Due to the significant changes taking place invloeld community
with the era of information and communication temlogy revolution, the
programmers of educational institutions face sigaift challenges in their
statutes and their regulations and methods, culgicand educational
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institutions in the Arab world need to revisit arskek permanent
development to keep pace with these changes, ang Btates have taken
on the need to review the current situation andotdato be compatible
with the age of information technology, the edumasystem should benefit
from the earnings of computer and communicationbrtelogy. The main
goal of this research is extract features of soand describing an audio
signal in terms of the sound events or sources ithattify the sound
acoustic. Sound recognition is an important seéigttd for developing the
main future aims such as robotics, security systemstent-based indexing
of multimedia files, and human-machine interfaddest sound recognition
research is aimed at improving one of these agmitalomains, such as
speech recognition [1] or music genre classificaflj [3] [4]. The methods
in these application domains have proven successfproblems with a
single, known type of sound, and even in recoggizirsolated
environmental sounds, such as footsteps or jandteys [5]. However,
these methods have some attributes that make t&srsuitable for sound
recognition in real-world environments. The systérat has to recognize
sound events in a real-world environment canngtaealthe assumption that
the input consists of a single, known, and undistbrsignal type, as the
methods used on speech and music often can. [6]
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FIGURE 1: (A) THE AMPLITUDE SPECTRUM (B) THE AUDIGIGNAL

A conventional speaker recognition system illustlan Figure 2 is
comprised of two stages: the first stage is calledenrolment or training
process; the second stage is called the recogmititesting process. [6]
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FIGURE 2: MAJOR COMPONENTS OF A CONVENTIONAL
SPEAKER RECOGNITION SYSTEM [7]

2. RELATED WORK

This section shows some necessary literature eftiiying student
identity through sound recognition techniques.

L. Ma, T. Tan (2004) has presented an efficient algorithm for iris
recognition, which is invariant to translation, lecand rotation. This
method regards the texture of the iris as a kinttasfsient signals and uses
the wavelet transform to process such signals. [bhal sharp variation
points, good indicators of important image struesyrextract from a set of
intensity signals to form discriminating featur&xperimental results have
illustrated the encouraging performance of the entrrmethod in both
accuracy and speed. In particular, a comparativaysdf existing methods
for iris recognition has been conducted. Such perdmce evaluation and
comparison not only verify the validity of our olpgation and
understanding of the characteristics of the irisddsio will provide help for
further research.[8]

D. Peralta et al. (2014) have present a Fingerprint matching
effective tool for human recognition due to thequg@ness, universality and
invariability of fingerprints. The performing fingerint identification over a
large database can be an inefficient task dueddatk of scalability and
high computing times of fingerprint matching algbms. They proposed a
distributed framework for fingerprint matching tckle large databases in a
reasonable time. It provides a general schemerfgrkand of matcher, so
that its precision is preserved and its time opoese can be reduced. The
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System has been tested they conduct an extensigg gtat involves both
synthetic and captured fingerprint databases, whiwdve different

characteristics, analyzing the performance of thwed-known minutiae-

based matchers within the designed framework. Wighavailable hardware
resources, our distributed model is able to addsps® 400000 fingerprints
in approximately half a second. [9]

Atulya Veivelli et al. (2003) have proposed a general method to
retrieve part of the sound using hidden Markov n®@ad synthesis, the
Portal provides the user query the voice clip tglowne or more of the
parts of the volume, is the main feature of thistagdobased on hidden
Markov models that assumed no boundaries definedrxy can retrieve the
section of audio in a specific subject more acalyadnd effectively.[10]

M.Bahoura (2009) has proposed pattern recognition methods to
classify respiratory sounds into normal and whestasses. he evaluate and
compare the feature extraction techniques baséeorier transform, linear
predictive coding, wavelet transform and Mel-fregeye Cepstral
coefficients (MFCC) in combination with the clagsition methods based
on vector quantization, Gaussian mixture models KGMand artificial
neural networks, using receiver operating charestieicurves. He proposed
the use of an optimized threshold to discrimin&te wheezing class from
the normal one. Also, post-processing filter is Eyed to considerably
improve the classification accuracy. The Experirakrgsults show that our
approach based on MFCC coefficients combined to GklMell adapted to
classify respiratory sounds in normal and wheeassels. McNemar's test
demonstrated significant differences between tlsalt® obtained by the
presented classifiers (p<0.05).[7]

A. Drygajlo (2012) has discussed some important aspects of forensic
speaker recognition, focusing on the necessaryistitat-probabilistic
framework for both quantifying and interpreting oeded voices as
biometric evidence. Methodological guidelines fbe tcalculation of the
evidence and its strength under operating conditminthe casework were
presented. He gave an example, an automatic metsiod the Gaussian
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mixture models (GMMs) and the Bayesian interpretat{Bl) framework

were implemented for the forensic speaker recagmiiask. The Bl method
represents neither speaker verification, nor spedkatification. These two
recognition techniques cannot be used for the taskce categorical,
absolute and deterministic conclusions about trentity of source of

evidential traces are logically untenable because inductive nature of
the process of the inference of identity. The meéthusing a likelihood ratio
to indicate the strength of the biometric evidermfe the questioned
recording (trace), measures how this recording escdor the suspected
speaker model compared to relevant non-suspedtepemdels. [11]

A. P. A. Broeders (2001) has detected that the development of state-
of-the-art speaker recognition systems has showsiderable progress in
the last decade, performance levels of these sgstimot as yet seem to
warrant large-scale introduction in anything othigain relatively low-risk
applications. Conditions typical of the forensicmtaxt, such as differences
in recording equipment and transmission channelg presence of
background noise and of variation due to differenge communicative
contexts continue to pose a major challenge. Caestty, the impact of
automatic speaker recognition technology on therfsic scene has been
relatively modest and forensic speaker identif@atipractice remains
heavily dominated by the use of a wide variety afgély subjective
procedures. While recent developments in the int¢sion of the evidential
value of forensic evidence clearly favor methodst timake it possible for
results to be expressed in terms of a likelihoatib raunlike automatic
procedures, traditional methods in the field ofalme identification do not
generally meet this requirement. However, conchsion the form of a
binary yes/no-decision or a qualified statementtha probability of the
hypothesis rather than the evidence are increasiaglicized for being
logically flawed. Against this background, the netx put alternative
validation procedures in place is becoming moreelyidccepted.[12]

Sheeraz Memon (2010) the goal of the research was to investigate
three major areas of improvements of the existipgaker recognition
methodology. (1) To propose an improved modeling atassification
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methodology for speaker recognition: This aim wahieved by the
development of a new algorithm for the calculatainGaussian Mixture
Model parameters called Information Theoretic Exgian Maximization
(ITEM). The results showed an improvement of thea¢@rror rate over the
classical EM approach. The EM-ITVQ also showed &rgbonvergence
rates compared to the EM. (2) To determine the ulise$s of features
derived from nonlinear models of speech productifor speaker
recognition. This aim was achieved by comparing thassical features
based on linear models of speech production witterdy introduced
features based on the nonlinear model. New fusainfeatures carrying
complimentary speaker-dependent information arg@gsed. The speaker
verification experiments presented demonstratetifgignt improvement of
performance when the conventional MFCC featureseweplaced by a
fusion of the MFCCs with complimentary linear faasisuch as the inverse
MFCCs (IMFCCs), or nonlinear features such as tM~CTCs and TEO-
PWP-Auto-Env. The higher overall performance of ttwmlinear features
when compared to the linear features was obse(3dlo determine the
effects of a clinical environment containing clialiy depressed speakers on
speaker recognition rates, and to investigate & thatures based on
nonlinear models of speech production have thenpiateto counteract the
inverse effects of the clinically depressed enviment.[13]

This paper motivates to Submission of a proposathnology
improves the performance of the security systemshi® protection of data
and information through the design of the proposgstem to identify
persons thought sound recognition system. The taneiof the proposed
system is shown in the following section.

3. METHODOLOGY

The proposed system module consists of the foligvatages: (1)
Sound acquisition, (2) Sound pre-processing; (3ptlire Extraction
analysis; and (4) Classification. Fig. 1 showsieen block diagram of the
proposed system.
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FIGURE 3:THE PROPOSED SYSTEM COMPONENT BLOCK DIAGRA

3.1.1 Sound Acquisition

The first step of sound recognition is data acdtjoisi In the real world, the
analog data from the physical world are acquiredubh a transducer, and
further digitized to discrete format suitable fantputer processing.[14] We
knew that to input sound you must have the follagyin

FIGURE 4: ACQUISITION CYCLE FROM SPEAKER SOUND TOAILAB
SIGNAL ANALYSIS

In Acquisition stage we record 10 patterns for edbhSpeakers in the
proposed system by using "Sound Record" tab asrsirothe following:

Sound Recognition System

Record Sound 00:00
Speskers: i eattemCont 5 Duratin (se0) g
Seectsave Record Foder Pat: ®
Record Speaker [ voce Patiem & Ree

FIGURE 5: RECORDING SOUND IN THE PROPOSED SYSTEM GU
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3.1.2 Sound Pre-Processing:

Audio Pre-processing (APP) is the task of partiignand classifying an
audio stream [15].A major function of the data preeessing part is to
modify the measured data obtained from the dataisitign part so that
those data can be more suitable for the furthecgasing in feature
extraction and classification. There are many meations in the data pre-
processing part will show as the following:

R/

« Truncation:

The default sampling frequency of wavread command4100 Hz. [16]

when an audio clip is recorded, say for duratior? ifecs, the number of
samples generated would be around 90000 whichoarenuch to handle.
Hence we can truncate the signal by selecting acpkar threshold value.
We can mark the start of the signal where the sigoas above the value
while traversing the time axis in the positive diren. In the same we can
have the end of the signal by repeating the abtya@ithm in the negative

direction.

% A Pre-Emphasis
The pre-emphasis filter is typically a simple fistler high pass filter. The
purpose of pre-emphasis is to even the spectratggnenvelope by
amplifying the importance of high-frequency compatseand removing the
DC component in the signal. The z-transform of fitier is shown in this
Eq.: [17].

H(z)=1-0*z-1,0.%0<1.0
In the time-domain, the relationship between thigpwusn and the input sn
of the pre-emphasis block. For fixed-point impletagions a value of
a = 15/16 = 0.9375 is often us@@abiner & Juang, 1993). [18]

s'=s(m)—a.s(m—1)
The pre-emphasized signal was divided into sh@mé segment
using Hamming window. [17]

The process of splitting the speech samples addddiom analog to
digital conversion (ADC) into a small frame withethhength within the
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range of 20 to 40 msec. The voice signal is divid®d frames of N

samples.[16],[19] The continuous speech signalvisled into frames of N

samples, with adjacent frames being separated kgriples with the value
M less than that of N. The first frame consistshaf first N samples. The
second frame begins from M samples after theffiashe, and overlaps it by
N - M samples and so on. This process continudis alhthe speech is
accounted for using one or more frames. We haveerhthe values of M
and N to be N = 256 and M = 128 respectively. FegBu3. Below gives the
frame output of the truncated signal.[16]

: \ p F
:l‘wlblj’n\ Ik H | |\/\/\f\m

\M \J‘}

Time (second)

FIGURE 6: FRAME OUTPUT SIGNAL
+ Windowing:

To reduce the distortion in a spectrum which osaitrthe first and
last part of the frame windowing concept is useekelihamming window is
related in this equation

W(i)=0.54- 0.46 cos(2mi/ T-1), 0<i<T-1 [16]

Where T is the Number of Frames
% Fast Fourier Transform

The fast Fourier transform (FFT) is used exterigiv@ many
scientific fields, but the canonic FFT is afflictegl two pitfalls, the spectral
leakage due to time limitation, and the picket temdfect (PFE) due to
discrete frequencies in the calculated spectruntuaily, these two pitfalls
were found shortly after the FFT was presented lopl€y et al.[20].
Because of the extensive application of the FF&sehpitfalls have been
causing concern for some time. One of many develdpehniques for
alleviating the pitfalls is called windowing. Nunoeis references report that
the two pitfalls can be alleviated by delicatelyocking windows [21],
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though not eradicated completely. This is becaus@guwindows the
discrete spectral lines are viewed as non-paracadiirj that is, it does not
consider the relationship between neighbor linethef~FT spectrum [22].

STFT is represented in the discrete domain given by thisEq. :

s — Epa
[23]

where WI[n] is a short-time windowing functioof size L,
centered at time, location m, and N is thember of discrete
frequencies (N> L). Usually, N is chosen to be a powdr & of
using an efficient, fast Fourier transform TJF Since the Fourier
transform is a complex function, the powg@ecrum density (PSD) is
used and is given by this EqQ. :

|

K. ¥ =

it

Pajrn, ] = %|E§§m, B[
[23]

% Cepstrum:

The Cepstrum of a signal is the Fourier transfofrihe logarithm of
its power spectrum. Let X{ denotes the spectrum of the voiced speech
signal, P{) denotes the spectrum of the pitch impulses anol) ldénotes
the spectrum of the vocal tract which includes ¢fffects of glottal wave
form. The relation between the magnitudes of thibsee spectra can be
expressed simply as follows: [24]

[X(@)|=IP(e)[*H(w)]
Taking the logarithm of this equation gives:

log{|X (@) [}=l0gf|P(ew)[}+10g{[H () [}
Thus, in the logarithm of | X{ |, the contributions due to #)(and
H(ow) are added. The contribution from &j( which is essentially
determined by the properties of vocal tract itsihds to vary slowly with
frequency, while the contribution from®)(tends to vary more rapidly and
periodically with frequency. These two componeritsudd be separated by
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means of a linear filtering operation. Taking theufer transform of it,
Cepstrum can be obtained. [24]

Data Pre Processing

Truncation

|

Pre-Emphasis
Data Acquisition——3 l ——>Feature Extraction

Windowing

l

Fast Fourier Transform

FIGURE 7:PRE-PROCESSING STAGE
3.1.3 Feature extraction

Feature extraction is the heart of a signal reitmgn system. In
Signal recognition, features are utilized to idigntine class of signal from
another. The signal space is usually of high dinugradity. The objective of
the feature extraction is to characterize the inpoind and further, to
reduce the dimensionality of the measurement sfuaeespace suitable for
the application of signal classification techniqueésature extraction can be
viewed as a mapping, which maps a pattern spaceaif¢ature space, and
the dimensionality of the feature space has to iballer than pattern
space.[14]

In Brief we can say that feature extraction is @likomated process
of locating and encoding distinctive characterssfitom a biometric sample
in order to generate a template. [25] And it's rhaithe process that
transforms originally high-dimensional vectors intower dimensional
vectors. It is a mapping :"R> R°, where D < N. Feature extraction can be
considered as a data reduction process that agamgbpture the essential
characteristics of the analyzed signal with a smath rate. This operation
is described in figure 8, where the analyzed sighalegmented in frames
using short and overlapped window functions.[7]
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FIGURE 8: BLOCK DIAGRAM OF A TYPICAL FEATURE EXTRACION
PROCESS. THE ANALYZED SIGNAL IS SEGMENTED IN FRAMEBSING
SHORT AND OVERLAPPED WINDOW FUNCTIONS. EACH FRAMESITHEN
CHARACTERIZED BY A REDUCED SIZE FEATURE VECTOR [7]

.| Fourier transform | :
i (FT) — :

;| Vector quantization | :

Vo)

Linear predictive
Respiratory coding (LPC)

sound

i | Gaussianmixture | |Sound class

models (GMM)

Wavelet transform |
(W)

Artificial neural
networks (ANN)

Cepstral analysis
(MFCC)

_ Modelngissenion
e oton”
FIGURE 9:SOUND CLASSIFIERS OBTAINED THROUGH VARIOUS COMBINATIONS OF
FEATURE EXTRACTION AND CLASSIFICATION METHODS [7]

K/

+« Fourier Transform (FT):

The short-time Fourier transform (STFT) of a deertime n is

defined as
_ _ —j2mnk/N
Slm, k| ?s[n]w[n mle -

Where w[n] is a short-time windowing function ofe L, centered
at time location m and N is the number of discfeéguencies. Since the
Fourier transform is a complex function, we usegbeer spectrum density
(PSD) given by

Py[m, k] = %|S[m,k]|2

(1128)
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At the sampling frequency /j, each windowed sigfi@dme) is rep-
resented by N-points power spectrum covering tleguency range [—
fs/2Js/2]. The power spectrum cannot be used Hirast feature vector
because it contains a large size data (N/2 compgsnen

To classify asthmatic breath sounBsetveld et al. [6] compute the
power spectra from shorter intervals of approxiryads, representing a full
breathing cycle. The frequency range 100-1300 Hiivigled into 26 bands
of approximately 46 Hz each. The feature vector26f components is
obtained by averaging its power spectrum in eactdbi this approach,
noted R-FT method, the feature vector is defined by

X= [ﬁl,ﬁz,...,ﬁzﬁlr

where Pk is the average power spectrum in theblatid and T is the
transpose operation.

Fig. 4 gives an example of power spectrum of bresunds ob-
tained from both healthy and asthmatic subjectser@hare significant
differences between spectra in the upper frequency.

« Liner predictive coding (LPC):

Linear predictive coding (LPC), also called autgressive (AR)
modeling, is widely used in signal processing apecglly in speech
processing applications. The linear prediction nhoalessumes that each
sample can be approximated by a linear combinati@few past samples:

p
?[nl:Zm.s[nfk], n=12,....N

k=1

Where S[n] is the prediction of the signal s[mdahe vector a =
[ai,...,ap] is the coefficients vector of a predicof order p. The prediction
error e[n] for n the sample x[n] is given by th&elience between the actual
sample and its predicted value:

p
eln]=s[n] =Y as[n — k]
k=1

The predictor coefficientsyaare solved by minimizing the mean-
square value of the estimation error.
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Sankur et al. [9] used a B order AR-model in combination with a k-nearest
neighbor (fc-NN) classifier in order to distinguiglathological respiratory
sounds from healthy respiratory sounds. In thisreggh, named S-AR
method, the feature vector is constructed fromURE coefficients gand
mean-square prediction error eq:

T
X=[ay,az,...,ap, &p]

% Wavelet Transform (WT):

Wavelet analysis is originally introduced in orderimprove seismic signal
analysis by switching from short-term Fourier asayof new better
algorithms to detect and analyze abrupt changesignals Daubechies.
Wavelet may be seen as a complement to the clas§ioarier
decomposition method. Suppose, a certain classnetibns is given and we
want to find ‘simple functions’offy,fo,....... Such that each:

F®=3a 1,
= [26]

for some coefficients,a

Wavelet mean ‘small wave’. So wavelet analysialisut analyzing
signal with small duration finite energy functioi$ey transform the signal
under investigation into another representationctvitionverts the signal in
a more useful form. This transformation of the sigis called wavelet
transform. Wavelet transform have advantages oxamlitional Fourier
transform for representing functions that have ahsiouities and sharp
peaks, and for accurately deconstructing and réaaimg finite, non-
periodic and non-stationary signals. Unlike Foutiansform, we have a
different type of wavelets that are used in differéelds. Choice of a
particular wavelet depends on the type of appbcain hand. If the process
is done in a smooth and continuous fashion, thensform is called
continuous wavelet transform. If the scale and tgosiare changed in
discrete steps, the translation is called disoneteelet transform. Note that
in case of Fourier transform, spectrum is one-dsreral array of values
whereas in wavelet transform, we get a two dimeraiarray of values.

(1130)
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Also note that the spectrum depends on the typevapfelet used for
analysis. Mathematically, we denote a wavelet &@$:[2

1/’(1,6 (t) = \/1|7|¢ (t;b> aab < R,CL 7é O,

Where b is location parameter and it is scalingapeter. For the

function to be wavelet, it should be time limitedor a given scaling
parameter a, we translate the wavelet by varyiegpdrameter b.

The wavelet energy is the sum of square of detaiavelet
transform coefficients [28]. The energy of waveteiefficient is varying
over different scales depending on the input sgynBhe wavelet energy of
coefficients c(t) can be defined as follows:

N

E(s(t) = ) ajc?
() ,Z:l” 291
The main advantage of wavelets is that they havaryng window

size, being wide for slow frequencies and narrowtfee fast ones, thus
leading to an optimal time—frequency resolutionalh frequency ranges.
Furthermore, owing to the fact that windows arepaeid to the transients of
each scale, wavelets lack of the requirement ofiostay [30]. The
proposed System Tab that used to extract features:

Sound Recognition System
Feature Extraction
1. Select Sound Sourse Folder Path: & ___E!_r.i_\r:w_-‘
2. Select Database Output Path @ Browse

[ Extract Feshures | @

Energy 0
001436097463
1 0.01362069 155,

Energy_1 Vasisnce
4. |7.77011254303... |0.001
3., |4.02032662690... (0,000
4. |7 TTO1I284:
5., |4.02032662690... |

13 0.0003295183...,
2 0.01435097463... | D.00227204455... 0.00015756817... |L40286434054.. | 7.77011284303.. |0.001
¥ 0.01362069185.., |0.00176801676... 0.00052861836... |0.00030014913,.. '4.02032662690... |0,000

0.01436007463... |0.00327204458... 0.00015756817... |L40286434004... 7.77011254303... |0.001

[ Export 1o | saveresn [ oo | Goto Classfication >

3.1.4 Classification:

In this stage we classify the sound database tatestraining best spread
factor can lie between 0.06 and 0.10 to geiximum classification
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accuracy using ANN and Pattern Matching Algoritifassifier. In this
stage, the proposed pattern recognition systemirsed and tested using the
sound database and their corresponding betweendsfiles. By using
classification tab in GUI we can classify the dats to test and trainer
shown:

Sound Recognition System

Classification

z 2 o 1 ®
TraningPattern: 90 [+ Y v [ o | e | ek [ B

Test Pattern: 0
1 o “ s
oes | reex | oo | e | wes
5|t ) » uis
g was [ eax | ues | aex [ oox | ses
3 1 E] 4 - sox
o | a3 | oues | ones | eow | e
« 1 g

Export Figure H Gear | Goto Recognition >>
3.1.5 ldentification:

In this stage we start by record voice using "Reét@utton after that we
click "Extract Feature" Button to extract the quepund feature and draw
sound and show query sound figure tabulated imtt®m of the GUI.

Sound Recognition System

Sound Recognition

Record Sound ‘ or [ toadsound | G Recognition Details:

Extract Features ] 5
:[1]
0

- Full Name: Ahmed A.Kader Ezzat
P Grade/Department: 4th-Art

Sound Features

Energy_0 Variance_0 Waveform_Length, Entropy_0 Energy._1 Varia &
» _ 0.01286006383... |0.00409125333... |0.00049951555.,. | 1.67929457734... |2.01294586210... 0.005

Print Card [ cexr [ Exit

4. Experimental Work:

This research was tested on 100 pattern samptitwpiisition by
high definition Microphone and save it in soundathase by using proposed
system GUI and use the wavelet transform to extesttire for 100 pattern.
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Then we classify this database and make 10 tesksp@atter sample and
90 training pattern samples. After that we makergte detect and identify
speaker for unknown speaker the proposed systeinttigm match from the
database.

« Dataset Visualization:

The sound feature dataset contains 20 featuresw#velet levels
and energy of subband, from 10 different persomscrBate classification
dataset is created that has the same observatibrisab binary targets that
indicate if an observation is of the certain classhown:

4.5
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05— —— -7 Class 9 [1

| Class 10

| | T
| | |
0 I I ! T
0.006 0.008 0.01 0.012 0.014 0.016 0.018 0.02
Feature 1

Finally, the explore method of the prtDataSetsb&® interactive
visualization of different dimensions of the dattssusing GUI controls.
You can start the explore GUI using the commanawelnd you'll be
greeted by the GUI Figure below.

«» Feature sdection:

Selecting features for classifying high-dimensiaeta reducing the
number of features (dimensionality) is importanstatistical learning. For
many data sets with a large number of featuresaafichited number of
observations, such as bioinformatics data, usualyny features are not
useful for producing a desired learning result #mal limited observations
may lead the learning algorithm to over fit to ti@se. Reducing features
can also save storage and computation time andasercomprehensibility.
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There are two main approaches to reducing featuiesture
selection and feature transformation. FeaturecBele algorithms select a
subset of features from the original feature segtdre transformation
methods transform data from the original high-disienal feature space to
a new space with reduced dimensionality.

This demo focuses on feature selection techniquiglare
specifically, this demo shows how to use the furdiin the Statistics
Toolbox(TM) to perform sequential feature selectianich is one of the
most popular feature selection algorithms. It alsows how to use holdout
and cross-validation to evaluate the performandbetelected features.

CDF value

+ Data Processing:

Now that we've explored some of the techniquesilaa to
visualize data, let's apply some transformationthéodata. To do this, we
need to know a little bit about prtActions. Mosteeything you can do to
data in the PRT - algorithms/classifires/regressorsthe PRT are
implemented as prtActions.

For now, all that's important to know is that prtidas have two important
methods - "train” and "run". The train method a¢seme prtDataSet and
outputs an object of the same class as the prtAdt@ng used. The "run"
method, in contrast, accepts a prtDataSet input auatputs another
prtDataSet with data changed to reflect the aatiwtertaken.
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+« Building a Classifier:

Let's continue processing our new data set in Bf#ce. Let's say
we'd like to generate a classifier that can tedl tifference between the
sounds in the data set. Since the sound data seahiéiple classes, we need
to use a classifier that can handle multiple hypsith data. KNN
classification algorithms are a decent choice is ttase. Let's build and
visualize a KNN classifier on the 3-PC projectedrabdata.

+ Evaluating the Classifier:

A display of the confusion matrix appears thatvehearious types
of errors that occurred for the final trained natkval'he next figure shows
the results.

)] Confusion (plotconfusion) j“
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5. Conclusion:

The proposed program which in current researchbbas tested on
10 speakers and the results are high-accuracy 6. The sound
recognition approach is a fabulous field to seamchVe must also highlight
the importance of the use of sound in the idemtiion of individuals. In
this paper, a computer-based sound recognitioresystas been developed
define students in the college. The proposed systam acquire, save,
analyze, and recognize the speaker. The propostehsyncludes two main
modules: (1) Record Sound and pre-processing;igBpkfeature extraction
using wavelet analysis; (3) classifying signal ®&stt& train and (4)
Identification to detect who is speaker. Firstlize tsystem receives the
sound from the unknown person and converts it éosilgnal. Secondly, it
receives the sound database to extract features dlassify it to detect the
person. The Results shown that the proposed syistefifective in identify
student identity.

The Proposed System GUI
Sound Recognition System
Record Sound 00:00
Speakers: 1 : Pattern Count: = Duration (sec): 2
Select save Record Folder Path: | Browse .
Record Speaker [1] voice Pattern 1: REC
a.a
o
an
o =S
'
=
‘<|. A -}
Play Clear Sa
Goto Frulirinlmnlu >> |
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Feature Extraction
1. Select Sound Sourse Folder Path: @ | rowse |

2. Select Database Output Path;
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