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A PROPOSED SYSTEM TO DEFINE STUDENT IDENTITY THROUGH SOUND 

RECOGNITION TECHNIQUES 

M. E. El-Alami  *  M.F. El Atwi**   M. A. Ezzat ***  

Abstract 

This paper presents a framework for a proposed Sound recognition 
system to identify sound of human and detect who is the speaker. The 
presented system is an approach for identification sound through Wavelet 
and pattern recognition. Primary goals of the proposed system were to 
identify speaker sound by improve performance results and identify the 
sound. According to many researches and studies to the acoustic signature 
of many properties which make them the most discriminating between the 
dynamic characteristics of the human body in the identification and 
discrimination of sound, so everyone has a unique sound like one, everyone 
unique nervous system controls the audio device, everyone has their 
different sound waves from the rest of humanity. Firstly, the system receives 
sound from the person and converts it to digital signal. Secondly, it makes 
some pre-processing on signal to makes it clear by removing noise with the 
following functions: (I) Input Sound; (II) pre-processing; (III) signal feature 
extraction using wavelet analysis; (IV) classifying signal. And (V) detect the 
speaker; this showed in the diagram of the proposed system. 

Keywords 

Sound Recognition, Wavelet, Speaker Identification, Mel-Frequency 
Cepstral Coefficients (MFCC), feature extraction, recognition, signal 
recognition. 

1. INTRODUCTION 

 Due to the significant changes taking place in the world community 
with the era of information and communication technology revolution, the 
programmers of educational institutions face significant challenges in their 
statutes and their regulations and methods, curricula, and educational 
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institutions in the Arab world need to revisit and seek permanent 
development to keep pace with these changes, and many States have taken 
on the need to review the current situation and adapted to be compatible 
with the age of information technology, the education system should benefit 
from the earnings of computer and communications technology. The main 
goal of this research is extract features of sound and describing an audio 
signal in terms of the sound events or sources that identify the sound 
acoustic. Sound recognition is an important search field for developing the 
main future aims such as robotics, security systems, content-based indexing 
of multimedia files, and human-machine interfaces. Most sound recognition 
research is aimed at improving one of these application domains, such as 
speech recognition [1] or music genre classification [2] [3] [4]. The methods 
in these application domains have proven successful in problems with a 
single, known type of sound, and even in recognizing isolated 
environmental sounds, such as footsteps or jangling keys [5]. However, 
these methods have some attributes that make them less suitable for sound 
recognition in real-world environments. The system that has to recognize 
sound events in a real-world environment cannot rely on the assumption that 
the input consists of a single, known, and undistorted signal type, as the 
methods used on speech and music often can. [6] 

 
FIGURE 1: (A) THE AMPLITUDE SPECTRUM (B) THE AUDIO SIGNAL 

 A conventional speaker recognition system illustrated in Figure 2 is 
comprised of two stages: the first stage is called the enrolment or training 
process; the second stage is called the recognition or testing process.  [6] 
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FIGURE 2: MAJOR COMPONENTS OF A CONVENTIONAL  

SPEAKER RECOGNITION SYSTEM [7] 

2. RELATED WORK 

 This section shows some necessary literature of identifying student 
identity through sound recognition techniques.  

 L. Ma, T. Tan (2004) has presented an efficient algorithm for iris 
recognition, which is invariant to translation, scale and rotation. This 
method regards the texture of the iris as a kind of transient signals and uses 
the wavelet transform to process such signals. The local sharp variation 
points, good indicators of important image structures, extract from a set of 
intensity signals to form discriminating features. Experimental results have 
illustrated the encouraging performance of the current method in both 
accuracy and speed. In particular, a comparative study of existing methods 
for iris recognition has been conducted. Such performance evaluation and 
comparison not only verify the validity of our observation and 
understanding of the characteristics of the iris but also will provide help for 
further research.[8] 

 D. Peralta et al. (2014) have present a Fingerprint matching 
effective tool for human recognition due to the uniqueness, universality and 
invariability of fingerprints. The performing fingerprint identification over a 
large database can be an inefficient task due to the lack of scalability and 
high computing times of fingerprint matching algorithms. They proposed a 
distributed framework for fingerprint matching to tackle large databases in a 
reasonable time. It provides a general scheme for any kind of matcher, so 
that its precision is preserved and its time of response can be reduced. The 
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System has been tested they conduct an extensive study that involves both 
synthetic and captured fingerprint databases, which have different 
characteristics, analyzing the performance of three well-known minutiae-
based matchers within the designed framework. With the available hardware 
resources, our distributed model is able to address up to 400000 fingerprints 
in approximately half a second. [9] 

 Atulya Velivelli et al. (2003) have proposed a general method to 
retrieve part of the sound using hidden Markov models and synthesis, the 
Portal provides the user query the voice clip through one or more of the 
parts of the volume, is the main feature of this portal based on hidden 
Markov models that assumed no boundaries defined by, and can retrieve the 
section of audio in a specific subject more accurately and effectively.[10] 

 M.Bahoura (2009) has proposed pattern recognition methods to 
classify respiratory sounds into normal and wheeze classes. he evaluate and 
compare the feature extraction techniques based on Fourier transform, linear 
predictive coding, wavelet transform and Mel-frequency Cepstral 
coefficients (MFCC) in combination with the classification methods based 
on vector quantization, Gaussian mixture models (GMM) and artificial 
neural networks, using receiver operating characteristic curves. He proposed 
the use of an optimized threshold to discriminate the wheezing class from 
the normal one. Also, post-processing filter is employed to considerably 
improve the classification accuracy. The Experimental results show that our 
approach based on MFCC coefficients combined to GMM is well adapted to 
classify respiratory sounds in normal and wheeze classes. McNemar's test 
demonstrated significant differences between the results obtained by the 
presented classifiers (p<0.05).[7] 

 A. Drygajlo (2012) has discussed some important aspects of forensic 
speaker recognition, focusing on the necessary statistical-probabilistic 
framework for both quantifying and interpreting recorded voices as 
biometric evidence. Methodological guidelines for the calculation of the 
evidence and its strength under operating conditions of the casework were 
presented. He gave an example, an automatic method using the Gaussian 
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mixture models (GMMs) and the Bayesian interpretation (BI) framework 
were implemented for the forensic speaker recognition task. The BI method 
represents neither speaker verification, nor speaker identification. These two 
recognition techniques cannot be used for the task, since categorical, 
absolute and deterministic conclusions about the identity of source of 
evidential traces are logically untenable because of the inductive nature of 
the process of the inference of identity. The method, using a likelihood ratio 
to indicate the strength of the biometric evidence of the questioned 
recording (trace), measures how this recording scores for the suspected 
speaker model compared to relevant non-suspect speaker models. [11]  

 A. P. A. Broeders (2001) has detected that the development of state-
of-the-art speaker recognition systems has shown considerable progress in 
the last decade, performance levels of these systems do not as yet seem to 
warrant large-scale introduction in anything other than relatively low-risk 
applications. Conditions typical of the forensic context, such as differences 
in recording equipment and transmission channels, the presence of 
background noise and of variation due to differences in communicative 
contexts continue to pose a major challenge. Consequently, the impact of 
automatic speaker recognition technology on the forensic scene has been 
relatively modest and forensic speaker identification practice remains 
heavily dominated by the use of a wide variety of largely subjective 
procedures. While recent developments in the interpretation of the evidential 
value of forensic evidence clearly favor methods that make it possible for 
results to be expressed in terms of a likelihood ratio, unlike automatic 
procedures, traditional methods in the field of speaker identification do not 
generally meet this requirement. However, conclusions in the form of a 
binary yes/no-decision or a qualified statement of the probability of the 
hypothesis rather than the evidence are increasingly criticized for being 
logically flawed. Against this background, the need to put alternative 
validation procedures in place is becoming more widely accepted.[12] 

 Sheeraz Memon (2010) the goal of the research was to investigate 
three major areas of improvements of the existing speaker recognition 
methodology. (1) To propose an improved modeling and classification 
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methodology for speaker recognition: This aim was achieved by the 
development of a new algorithm for the calculation of Gaussian Mixture 
Model parameters called Information Theoretic Expectation Maximization 
(ITEM). The results showed an improvement of the equal error rate over the 
classical EM approach. The EM-ITVQ also showed higher convergence 
rates compared to the EM. (2) To determine the usefulness of features 
derived from nonlinear models of speech production for speaker 
recognition. This aim was achieved by comparing the classical features 
based on linear models of speech production with recently introduced 
features based on the nonlinear model. New fusions of features carrying 
complimentary speaker-dependent information are proposed. The speaker 
verification experiments presented demonstrated significant improvement of 
performance when the conventional MFCC features were replaced by a 
fusion of the MFCCs with complimentary linear features such as the inverse 
MFCCs (IMFCCs), or nonlinear features such as the TMFCCs and TEO-
PWP-Auto-Env. The higher overall performance of the nonlinear features 
when compared to the linear features was observed. (3) To determine the 
effects of a clinical environment containing clinically depressed speakers on 
speaker recognition rates, and to investigate if the features based on 
nonlinear models of speech production have the potential to counteract the 
inverse effects of the clinically depressed environment.[13] 

 This paper motivates to Submission of a proposed technology 
improves the performance of the security systems for the protection of data 
and information through the design of the proposed system to identify 
persons thought sound recognition system. The structure of the proposed 
system is shown in the following section. 

3. METHODOLOGY 

 The proposed system module consists of the following stages: (1) 
Sound acquisition, (2) Sound pre-processing; (3) Feature Extraction 
analysis; and (4) Classification. Fig. 1 shows the main block diagram of the 
proposed system. 
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FIGURE 3:THE PROPOSED SYSTEM COMPONENT BLOCK DIAGRAM 

3.1.1 Sound Acquisition 

The first step of sound recognition is data acquisition. In the real world, the 
analog data from the physical world are acquired through a transducer, and 
further digitized to discrete format suitable for computer processing.[14] We 
knew that to input sound you must have the following: 

 
FIGURE 4: ACQUISITION CYCLE FROM SPEAKER SOUND TO MATLAB 

SIGNAL ANALYSIS 

In Acquisition stage we record 10 patterns for each 10 Speakers in the 
proposed system by using "Sound Record" tab as shown in the following: 

 
FIGURE 5: RECORDING SOUND IN THE PROPOSED SYSTEM GUI 
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3.1.2 Sound Pre-Processing: 

Audio Pre-processing (APP) is the task of partitioning and classifying an 
audio stream [15].A major function of the data pre-processing part is to 
modify the measured data obtained from the data acquisition part so that 
those data can be more suitable for the further processing in feature 
extraction and classification. There are many modifications in the data pre-
processing part will show as the following: 

�  Truncation: 

The default sampling frequency of wavread command is 44100 Hz. [16] 
when an audio clip is recorded, say for duration of 2 secs, the number of 
samples generated would be around 90000 which are too much to handle. 
Hence we can truncate the signal by selecting a particular threshold value. 
We can mark the start of the signal where the signal goes above the value 
while traversing the time axis in the positive direction. In the same we can 
have the end of the signal by repeating the above algorithm in the negative 
direction. 

� A Pre-Emphasis 

The pre-emphasis filter is typically a simple first order high pass filter. The 
purpose of pre-emphasis is to even the spectral energy envelope by 
amplifying the importance of high-frequency components and removing the 
DC component in the signal. The z-transform of the filter is shown in this 
Eq.: [17]. 

H(z)=1−α*z−1,0.9≤α≤1.0 

In the time-domain, the relationship between the output s′n and the input sn 
of the pre-emphasis block. For fixed-point implementations a value of 
α = 15/16 = 0.9375 is often used (Rabiner & Juang, 1993). [18] 

 
 The pre-emphasized signal was divided into short frame segment 
using Hamming window. [17] 

 The process of splitting the speech samples obtained from analog to 
digital conversion (ADC) into a small frame with the length within the 
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range of 20 to 40 msec. The voice signal is divided into frames of N 
samples.[16],[19] The continuous speech signal is divided into frames of N 
samples, with adjacent frames being separated by M samples with the value 
M less than that of N.  The first frame consists of the first N samples.  The 
second frame begins from M samples after the first frame, and overlaps it by 
N - M samples and so on.  This process continues until all the speech is 
accounted for using one or more frames. We have chosen the values of M 
and N to be N = 256 and M = 128 respectively. Figure 3.3. Below gives the 
frame output of the truncated signal.[16] 

 
FIGURE 6: FRAME OUTPUT SIGNAL 

� Windowing: 

 To reduce the distortion in a spectrum which occurs at the first and 
last part of the frame windowing concept is used. Here, hamming window is 
related in this equation   

 [16] 

 Where T is the Number of Frames 

� Fast Fourier Transform 

 The fast Fourier transform (FFT) is used extensively in many 
scientific fields, but the canonic FFT is afflicted by two pitfalls, the spectral 
leakage due to time limitation, and the picket fence effect (PFE) due to 
discrete frequencies in the calculated spectrum. Actually, these two pitfalls 
were found shortly after the FFT was presented by Cooley et al.[20]. 
Because of the extensive application of the FFT, these pitfalls have been 
causing concern for some time. One of many developed techniques for 
alleviating the pitfalls is called windowing. Numerous references report that 
the two pitfalls can be alleviated by delicately choosing windows [21], 
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though not eradicated completely. This is because using windows the 
discrete spectral lines are viewed as non-parametrically, that is, it does not 
consider the relationship between neighbor lines of the FFT spectrum [22]. 

STFT  is  represented  in  the  discrete  domain  given  by  this Eq. : 

[23] 

 where  W[n]  is  a  short-time  windowing  function  of  size  L,  
centered  at  time, location  m,  and  N  is  the  number  of  discrete 
frequencies  (N  ≥  L).  Usually,  N  is  chosen  to  be  a  power  of  −2 of  
using  an  efficient, fast  Fourier  transform  (FFT).  Since  the Fourier  
transform  is  a  complex  function,  the  power  spectrum density  (PSD)  is  
used  and  is  given  by  this Eq. : 

  [23] 

� Cepstrum: 

 The Cepstrum of a signal is the Fourier transform of the logarithm of 
its power spectrum. Let X(ω) denotes the spectrum of the voiced speech 
signal, P(ω) denotes the spectrum of the pitch impulses and H(ω) denotes 
the spectrum of the vocal tract which includes the effects of glottal wave 
form. The relation between the magnitudes of these three spectra can be 
expressed simply as follows: [24] 

|X(ω)|=|P(ω)|*|H(ω)| 

Taking the logarithm of this equation gives: 

log{|X(ω)|}=log{|P(ω)|}+log{|H(ω)|} 

 Thus, in the logarithm of | X(ω) |, the contributions due to P(ω) and 
H(ω) are added. The contribution from H(ω), which is essentially 
determined by the properties of vocal tract itself, tends to vary slowly with 
frequency, while the contribution from P(ω) tends to vary more rapidly and 
periodically with frequency. These two components should be separated by 
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means of a linear filtering operation. Taking the Fourier transform of it, 
Cepstrum can be obtained. [24] 

 
FIGURE 7:PRE-PROCESSING STAGE 

3.1.3 Feature extraction 

 Feature extraction is the heart of a signal recognition system. In 
Signal recognition, features are utilized to identify one class of signal from 
another. The signal space is usually of high dimensionality. The objective of 
the feature extraction is to characterize the input sound and further, to 
reduce the dimensionality of the measurement space to a space suitable for 
the application of signal classification techniques. Feature extraction can be 
viewed as a mapping, which maps a pattern space into a feature space, and 
the dimensionality of the feature space has to be smaller than pattern 
space.[14] 

 In Brief we can say that feature extraction is the automated process 
of locating and encoding distinctive characteristics from a biometric sample 
in order to generate a template. [25] And it’s mainly the process that 
transforms originally high-dimensional vectors into lower dimensional 
vectors. It is a mapping f: RN � RD, where D < N. Feature extraction can be 
considered as a data reduction process that attempts to capture the essential 
characteristics of the analyzed signal with a small data rate. This operation 
is described in figure 8, where the analyzed signal is segmented in frames 
using short and overlapped window functions.[7] 
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FIGURE 8: BLOCK DIAGRAM OF A TYPICAL FEATURE EXTRACTION 

PROCESS. THE ANALYZED SIGNAL IS SEGMENTED IN FRAMES USING 

SHORT AND OVERLAPPED WINDOW FUNCTIONS. EACH FRAME IS THEN 

CHARACTERIZED BY A REDUCED SIZE FEATURE VECTOR [7] 

 
FIGURE 9:SOUND CLASSIFIERS OBTAINED THROUGH VARIOUS  COMBINATIONS OF 

FEATURE EXTRACTION AND CLASSIFICATION METHODS [7] 

� Fourier Transform (FT): 

 The short-time Fourier transform (STFT) of a discrete-time n is 
defined as 

[7] 

 Where w[n] is a short-time windowing function of size L, centered 
at time location m and N is the number of discrete frequencies. Since the 
Fourier transform is a complex function, we use the power spectrum density 
(PSD) given by 
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 At the sampling frequency /j, each windowed signal (frame) is rep-
resented by N-points power spectrum covering the frequency range [—
fs/2Js/2]. The power spectrum cannot be used directly as feature vector 
because it contains a large size data (N/2 components). 

 To classify asthmatic breath sounds, Rietveld et al. [6] compute the 
power spectra from shorter intervals of approximately 3s, representing a full 
breathing cycle. The frequency range 100-1300 Hz is divided into 26 bands 
of approximately 46 Hz each. The feature vector of 26 components is 
obtained by averaging its power spectrum in each band. In this approach, 
noted R-FT method, the feature vector is defined by 

 
 where Pk is the average power spectrum in the k th band and T is the 
transpose operation. 

 Fig. 4 gives an example of power spectrum of breath sounds ob-
tained from both healthy and asthmatic subjects. There are significant 
differences between spectra in the upper frequency. 

� Liner predictive coding (LPC): 

 Linear predictive coding (LPC), also called auto-regressive (AR) 
modeling, is widely used in signal processing and specially in speech 
processing applications. The linear prediction model assumes that each 
sample can be approximated by a linear combination of a few past samples: 

 
 Where S[n] is the prediction of the signal s[n], and the vector a = 
[ai,...,ap] is the coefficients vector of a predictor of order p. The prediction 
error e[n] for n the sample x[n] is given by the difference between the actual 
sample and its predicted value: 

 
 The predictor coefficients ak are solved by minimizing the mean-
square value of the estimation error. 
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Sankur et al. [9] used a 6th order AR-model in combination with a k-nearest 
neighbor (fc-NN) classifier in order to distinguish pathological respiratory 
sounds from healthy respiratory sounds. In this approach, named S-AR 
method, the feature vector is constructed from the LPC coefficients ak and 
mean-square prediction error eq: 

 
� Wavelet Transform (WT): 

Wavelet analysis is originally introduced in order to improve seismic signal 
analysis by switching from short-term Fourier analysis of new better 
algorithms to detect and analyze abrupt changes in signals Daubechies. 
Wavelet may be seen as a complement to the classical Fourier 
decomposition method. Suppose, a certain class of functions is given and we 
want to find ‘simple functions’ f0,f1,f2,……. Such that each: 

[26]  

for some coefficients an. 

 Wavelet mean ‘small wave’. So wavelet analysis is about analyzing 
signal with small duration finite energy functions. They transform the signal 
under investigation into another representation which converts the signal in 
a more useful form. This transformation of the signal is called wavelet 
transform. Wavelet transform have advantages over traditional Fourier 
transform for representing functions that have discontinuities and sharp 
peaks, and for accurately deconstructing and reconstructing finite, non-
periodic and non-stationary signals. Unlike Fourier transform, we have a 
different type of wavelets that are used in different fields. Choice of a 
particular wavelet depends on the type of application in hand. If the process 
is done in a smooth and continuous fashion, then transform is called 
continuous wavelet transform. If the scale and position are changed in 
discrete steps, the translation is called discrete wavelet transform. Note that 
in case of Fourier transform, spectrum is one-dimensional array of values 
whereas in wavelet transform, we get a two dimensional array of values. 
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Also note that the spectrum depends on the type of wavelet used for 
analysis. Mathematically, we denote a wavelet as:[27] 

 
 Where b is location parameter and it is scaling parameter. For the 
function to be wavelet, it should be time limited. For a given scaling 
parameter a, we translate the wavelet by varying the parameter b.  

 The wavelet energy is the sum of square of detailed wavelet 
transform coefficients [28]. The energy of wavelet coefficient is varying 
over different scales depending on the input signals. The wavelet energy of 
coefficients c(t) can be defined as follows: 

 [29] 

 The main advantage of wavelets is that they have a varying window 
size, being wide for slow frequencies and narrow for the fast ones, thus 
leading to an optimal time–frequency resolution in all frequency ranges. 
Furthermore, owing to the fact that windows are adapted to the transients of 
each scale, wavelets lack of the requirement of stationary [30]. The 
proposed System Tab that used to extract features: 

 
3.1.4 Classification: 

In this stage we classify the sound database to test and training best  spread  
factor  can  lie  between  0.06  and  0.10 to  get  maximum  classification  
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accuracy  using  ANN and Pattern Matching Algorithm classifier. In this 
stage, the proposed pattern recognition system is trained and tested using the 
sound database and their corresponding between sound files. By using 
classification tab in GUI we can classify the database to test and trainer 
shown: 

 
3.1.5 Identification: 

In this stage we start by record voice using "Record" Button after that we 
click "Extract Feature" Button to extract the query sound feature and draw 
sound and show query sound figure tabulated in the bottom of the GUI. 

 
4. Experimental Work: 

 This research was tested on 100 pattern sample that Acquisition by 
high definition Microphone and save it in sound database by using proposed 
system GUI and use the wavelet transform to extract feature for 100 pattern. 
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Then we classify this database and make 10 test speaker patter sample and 
90 training pattern samples. After that we make query to detect and identify 
speaker for unknown speaker the proposed system find the match from the 
database. 

� Dataset Visualization: 

 The sound feature dataset contains 20 features, the wavelet levels 
and energy of subband, from 10 different persons. To create classification 
dataset is created that has the same observations but has binary targets that 
indicate if an observation is of the certain class as shown: 
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 Finally, the explore method of the prtDataSets enables interactive 
visualization of different dimensions of the data sets using GUI controls. 
You can start the explore GUI using the command below, and you'll be 
greeted by the GUI Figure below. 

� Feature selection: 

 Selecting features for classifying high-dimensional data reducing the 
number of features (dimensionality) is important in statistical learning. For 
many data sets with a large number of features and a limited number of 
observations, such as bioinformatics data, usually many features are not 
useful for producing a desired learning result and the limited observations 
may lead the learning algorithm to over fit to the noise. Reducing features 
can also save storage and computation time and increase comprehensibility. 
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 There are two main approaches to reducing features: feature 
selection and feature transformation.  Feature selection algorithms select a 
subset of features from the original feature set; feature transformation 
methods transform data from the original high-dimensional feature space to 
a new space with reduced dimensionality. 

 This demo focuses on feature selection techniques. More 
specifically, this demo shows how to use the functions in the Statistics 
Toolbox(TM) to perform sequential feature selection, which is one of the 
most popular feature selection algorithms. It also shows how to use holdout 
and cross-validation to evaluate the performance of the selected features. 
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� Data Processing: 

 Now that we've explored some of the techniques available to 
visualize data, let's apply some transformations to the data. To do this, we 
need to know a little bit about prtActions. Most everything you can do to 
data in the PRT - algorithms/classifires/regressors in the PRT are 
implemented as prtActions. 

For now, all that's important to know is that prtActions have two important 
methods - "train" and "run". The train method accepts one prtDataSet and 
outputs an object of the same class as the prtAction being used. The "run" 
method, in contrast, accepts a prtDataSet input and outputs another 
prtDataSet with data changed to reflect the action undertaken.  
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� Building a Classifier: 

 Let's continue processing our new data set in PCA space. Let's say 
we'd like to generate a classifier that can tell the difference between the 
sounds in the data set. Since the sound data set has multiple classes, we need 
to use a classifier that can handle multiple hypothesis data. KNN 
classification algorithms are a decent choice in this case. Let's build and 
visualize a KNN classifier on the 3-PC projected sound data. 

� Evaluating the Classifier: 

 A display of the confusion matrix appears that shows various types 
of errors that occurred for the final trained network. The next figure shows 
the results. 
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5. Conclusion: 

 The proposed program which in current research has been tested on 
10 speakers and the results are high-accuracy up to 86.8%. The sound 
recognition approach is a fabulous field to search in. We must also highlight 
the importance of the use of sound in the identification of individuals. In 
this paper, a computer-based sound recognition system has been developed 
define students in the college. The proposed system can acquire, save, 
analyze, and recognize the speaker. The proposed system includes two main 
modules: (1) Record Sound and pre-processing; (2) signal feature extraction 
using wavelet analysis; (3) classifying signal to test & train and (4) 
Identification to detect who is speaker. Firstly, the system receives the 
sound from the unknown person and converts it to the signal. Secondly, it 
receives the sound database to extract features. Then classify it to detect the 
person. The Results shown that the proposed system is effective in identify 
student identity. 

The Proposed System GUI 
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