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Performance enhancement of cooperative 

networks utilizing MAP decoder and Alamouti 

code
 

 

 

 

 

 

 

Abstract—In this paper, we introduced another methodology 

for the cooperative network using the maximum posterior 

(MAP) and the Alamouti code decoding scheme for the 

multiple-input single-output (MISO) wireless networks that 

use decode and forward (DF) protocol as a cooperation 

protocol. Without loss of generality, the considered network 

consists of one source, one relay and one receiver. A closed-

form expression for the upper bound of the bit error 

probability is derived. The obtained upper bound expression 

can be utilized in the power optimization problems, relay 

positioning issue. The results that are shown in this paper clear 

that the proposed scheme has two advantages over the related 

work. The first advantage is that it has less complexity. The 

second one is that it has better spectrum efficiency by using less 

number of channels. Therefore, our contribution can be 

summarized in improving the spectrum efficiency and 

reducing the complexity of the cooperative network, but the 

paid price is that the bit error rate increases by a little ratio.   
 

Keywords—MAP decoder, Cooperative network, Alamouti 

code. 

I. Introduction 

Cooperative communication has gained a 
significant popularity in the last years where the network 
devices cooperate with each other to improve the 
performance of the wireless network [1:3]. Cooperative 
relaying makes use of the broadcasting process related to the 
wireless system where the transmitted signals can be 
received, modified, and forwarded by any device in the 
source coverage area to the desired receiver. In the 
cooperative diversity, relay devices forward the provided 
signal from the source to the desired receiver, enabling the 
receiver to overcome channel impairments caused by fading 
and other noise [1]. The literature has suggested several 
communication protocols [4], such as decode and forward 
(DF), amplify and forward (AF), and compress and forward 
(CF). Regarding the work under consideration, we consider 
the decoding and forwarding (DF) protocol. In DF protocol, 
the transfer of data takes place over two stages. In the first 
stage, the source of data sends its data to the desired 
receiver. The data sent by the source naturally, 
inthe wireless medium, may be received via relay devices.R
elay devices decode the received symbols in the second 
stage and then the relays retransmit the decoded signals to 
the desired receiver. Because the link between the source 
and the relay is not always completely perfect, there may be 
an introduced error from the relay side. Therefore, the 

signals that reach the receiver from the relay may have some 
errors regarding the source data. There are many approaches 
have been presented to allow the receiver to recover the data 
sent by the source [5-6]. 

These combination strategies could provide a link 
quality similar to that given by conventional diversity 
schemes if the source-relay path (S-R channel) is error-free; 
otherwise, it will proceed to error propagation problem [7]. 
In the literature, various approaches [8-9] were introduced 
to reconstruct the data at the receiver by taking the error in 
the S-R channel into account. The authors in [10] developed 
an analytical formula for the symbol error rate of the DF 
protocol in Rayleigh's fading system for M-ary phase-shift 
keying system. The basic concept of network coding [11-12] 
is to code the data at the intermediate device. Recently, 
network coding on GF (2) (i.e., XOR-only coding) is used to 
improve end-to-end performance in multi-hop wireless 
networks when it is implemented above the IEEE 802.11 
MAC layer [13].   

In this work, an integration between [14] and [15] with 
making use of the advantages of each one is done. 
Therefore, we propose a new approach using a decoding 
scheme that utilizes both Alamouti combining (AC) code 
and maximum posterior (MAP) decoder to recover the data 
at the receiver. In [15], after the relay decodes the two 
received symbols from the source; it sends the data to the 
receiver one symbol per time slot. Therefore, two time slots 
are needed to send the data from the relay in [15] to the 
desired receiver. Our proposed scheme uses the cooperative 
network coding. After the relay decodes the two symbols 
sent by the source using Alamouti combining, it encodes 
(linearly combine) the decoded two symbols to generate the 
parity bit that is forwarded to the receiver in a time slot. The 
MAP decoder estimates the data sent by the source 
according to the three signals that come from both the 
source and the relay as shown in the next sections. A closed 
formula for the upper bound on the bit error rate of the 
proposed scheme is introduced. The derived upper bound 
considers all variations of the channels (i.e. source-to-relay, 
source-to-receiver, and relay-to-receiver). The obtained 
upper bound could be used to enhance the system 
performance with the effective use of available power 
capabilities. 

The rest of this paper is organized as follows. The 
system model is introduced in section II. The proposed 
approach is given in section III. The bit error rate of the 
proposed approach is introduced in section IV. The 
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simulation results are drawn in section V. The conclusions 
are outlined in section VI. 

II.  System model 

We consider the same relay network found in [15] that 
consists of a source (S) having two antennas, a relay (R), 
and a receiver (D) that is described  in Figure 1. The 
transmission process occurs in two stages. In the first stage, 
the source transmits its data to the receiver utilizing the 
Alamouti code [15] to obtain the desired diversity. Utilizing 
the given model, two symbols s1  and  s2  are sent 
simultaneously twice in two time slots t1  and t2 . In time 
slot t1, the signals corresponding to s1 and s2  are sent from 
the two antennas of the source. 

 

 
Fig. 1 System model 

 

In the time slot  t2 , the two antennas send signals 

corresponding to −s2
∗  and  s1

∗ , respectively, where ―∗‖ 

denotes the complex conjugate. These data that are sent by 

the source are received by the relay with some errors 

according to the channel quality between the source and the 

relay. Assuming that BPSK modulation is used here and the 
source generates its bits with the same probability, i.e. 

p bi = 0 = p bi = 1 = .5  where bi  is the source bit 

for i = 1,2. It is assumed that all channels are flat Rayleigh 

with white Gaussian noise. The channel fading gains are 

assumed to be unchanged over two successive time slots 
because of the requirement of the decoding process of 

Alamouti code [16]. The signals received at the end of the 

first stage [15] (two time slots) by the relay and the receiver, 

respectively, are given by 
 

qsr 1 = gsr 1 dsr
−m s1 + gsr 2 dsr

−m s2 + nr1                         (1) 

qsr 2 = −gsr 1 dsr
−m s2

∗ + gsr 2 dsr
−m s1

∗ + nr2                     (2) 

qsd 1 = gsd 1 dsd
−m s1 + gsd 2 dsd

−m s2 + nsd 1                      (3) 

qsd 2 = −gsd 1 dsd
−m s2

∗ + gsd 2 dsd
−m s1

∗ + nsd 2                  (4) 

where 

 qsr 1is the received signal by the relay in the first stage in 
time slot t1. 

 qsr 2is the received signal by the relay in the first stage in 
time slot t2. 

 qsd 1is the received signal by the receiver in the first stage 
in time slot t1. 

 qsd 2is the  received signal by the receiver in the first stage 
in time slot t2. 

 siϵ + Es ,− Es is the 𝑖 − 𝑡ℎ modulated symbol sent by 

the source, i ϵ 1,2   where Es  is the  energy per  symbol of 
the source. 

 gsri andgsdi    iϵ  1,2   are the  fading gains of the S-R and 
S-D channels, respectively. 

 dsr is the distance between the source and the relay. 

 dsd  is the distance between the source and the receiver. 

 m is the path loss exponent. 

 nri i ϵ 1,2  is the white Gaussian noise at the relay with 
zero mean and varianceN0/2. 

 nsdi i ϵ 1,2  is the white Gaussian noise at the receiver 
with zero mean and variance N0/2. 

In the second stage, when the relay receives the signals from 
the source using Alamouti code, the relay estimates the two 
symbols sent by the source by calculating the quantities 
q1and q1  according to: 
 

q1 = gsr 1
∗ qsr 1 + gsr 2qsr 2

∗                                                   (5) 
 

q2 = gsr 2
∗ qsr 1 − gsr 1qsr 2

∗                                                   (6) 
 

Then the relay estimates the decoded bits as follows 
 

xri =  
0    qi ≥ 0
1   qi < 0

                                                                (7) 

 

where xri  is the estimation of the source bit bi  that is 

received by the relay then the relay encodes the decoded bits 

to generate a parity bit. Let Prϵ 0,1   is the bit sent by the 

relay. In GF (2), 0 is the additive identity element under 

⊕(modulo-2) addition. The parity bit sent by the relay is 

given by 

Pr = xr1 ⊕ xr2                                                                   (8) 

The signals received at the receiver sent by the relay are 
given by 

qrd = grd drd
−m sr + nrd                                                     (9) 

where 

 qrd is the signal received by the receiver  that is sent by 
the relay  in  the second stage. 

 srϵ + Er ,− Er is the 𝑖 − 𝑡ℎ modulated symbol sent by  

the relay corresponding to Pr  where Er is  the  energy per  

symbol of the relay. 

 grd is the  fading gain of the R-D link. 

 drd is the distance between the  relay and the receiver. 

 nrd is the  white  Gaussian noise of  at the receiver  with 
zero mean and variance  N0/2. 

Let eri  ϵ 0,1  be the error of the received source bit at the 

relay for iϵ  1,2  , i.e. xri = bi ⊕ eri  , where eri = 1 means 

xri ≠ bi, i.e. bi is decoded  in error at the relay, and eri = 0 

means xri = bi. Then, (8) can be written as 
 

Pr = b1 ⊕ b2 ⊕  er1  ⊕ er2                                             (10) 
Pr = b1 ⊕ b2 ⊕ zr                                                          (11) 
where 

zr = er1  ⊕ er2                                                                (12) 

Therefore,  zr represents the expected error that occurs in 
the source-to-relay link.  Let pir be the probability of the 
error of the 𝑖 − 𝑡ℎ  source bit received by the relay. Then, 
the event zr = 1 , i.e. wrong decoding (forwarding error), 
occurs if only one of er2 or er2is 1. Hence, the probability of 
zr can be written as 
 

p zr = 1 = p1r 1− p2r + p2r (1− p1r )                     (13) 
 

R 

S D 
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p zr = 0 = 1− p zr = 1                                              (14) 

Where  pir    is given by [16] 

pir = .25−  
γsr

1.5+γsr
 + .75 

γsr

2+γsr
 (15) 

whereγsr = dsr
−m ES/No  is the average received SNR of the 

source – relay link. 

 
Table 1: Transmitter Side code book 

 𝐳𝐫 = 𝟎  𝐳𝐫 = 𝟏 

𝐰𝟎 000 𝐰𝟏 001 

𝐰𝟑 011 𝐰𝟐 010 

𝐰𝟓 101 𝐰𝟒 100 

𝐰𝟔 110 𝐰𝟕 111 

 
Table 1 shows the transmitter code book for all possible 
values of zr. The first and the second bits of the codeword 
represent the source data while the third bit of thecodeword 
is the bit that is generated by the relay. For example, if the 
transmitted codeword is 101 then b1 = 1, b2 = 0 ,and Pr =
1.The signals received by the receiver can be written in the 
matrix form as follows [7] 
 

Q = GT + n                                                                      (16) 
 

Where Q = [qsd 1       qsd 2      
∗ qrd ]T , T = [s1       s2         sr ]T       

n = [nsd 1       nsd 2       
∗ nrd  ], and Gis given by: 

 

G =  

gsd 1 dsd
−m             gsd 2 dsd

−m                   0

gsd 2
∗  dsd

−m            − gsd 1
∗  dsd

−m                0

0                             0                       grd drd
−m

              (17) 

 
III. The proposed decoding scheme 

In the considered network, we present the MAP decoder 
for the MISO network. The MAP decoder is optimal since it 
minimizes the error rate. The transmitted codeword is 
estimated by: 

 

w = arg maxw i
p(wi|Q)        (18) 

Equation (20) can be written as follows 
 

w = arg maxw i

p Q w i P w i  

P Q 
= arg maxw i

p Q wi p wi (19) 

 Q wi =
1

(πN0)3/2 e− Q−GTi 
2
/N0 (20) 

 

Equation (20) comes from the joint distribution of Gaussian 
random variables [1] and Ti is the modulated vector 
corresponding to codeword  wi for   w 1 =  0 0 1 , T1 =

 + E1     + E2     −   Er . Since p(zr )  is related to the 

amount of error of the link between the source and the relay. 
The MAP decoder should initially calculate the probability 
p(wi)  of all the codewords and then it estimates the 
transmitted codeword. Substituting from (20) into (19) 
yields 

w = arg maxw i
 p wi 

1

(πN0)3/2
e− Q−GTi 

2
/N0 

 

     = arg minw i
 Q − GTi 

2 − N0log(P wi )               (21) 
 

The probability p wi  is given by 
 

p w0 = p(b1 = 0) × p(b2 = 0) × p( Pr = 0| b1 = 0, b2 =

0   )(22) 

According to (11), the event  p( Pr = 0| b1 = 0, b2 = 0   ) 
occurs when zr = 0  Then,  p( Pr = 0| b1 = 0, b2 = 0   ) =
p(zr = 0) , so (22) can be written as follows 
p w0 = p b1 = 0 × p b2 = 0 × p zr = 0  
 

             =
1

2
×

1

2
× p zr = 0 =

1

4
× p zr = 0                (23) 

 

In general, the probability of transmitting the codeword wi 
can be written as  
 

p wi =  

1

4
× p zr = 0 ,                for i = 0,3,6,5

1

4
× p zr = 1 ,                 for i = 1,2,4,7

            ( 24) 

Where p zr = 1 is given by (13). 

 
IV. Bit error probability calculation of the proposed 

scheme 
Our target now is to derive the upper bound of the bit 

error probability of the proposed approach. The upper bound 
of the bit error probability is given by 

 

p
E
≤

1

2
   p wk→wj 

8

j=0
w𝑗𝑚 ≠𝑤𝑘𝑚

p wk 

8

k=0

2

m=1

                                (25)       

 

where  wjm  is the 𝑚− 𝑡ℎ bit of the codeword wj  and 

p wk → wj is [14] the probability that the decoding 

codeword is  wj when the transmitted codeword is  w𝑘 and 

when these are the only two hypothesis. If the codeword wk 
is transmitted, the received signals are given by 
 

Qk = GTk + n                                                           (26) 
 

From (26) and (21), the probability p wk → wj  is given by 
 

p wk → wj = p    Qk − GTj 
2
 − N0 log  p wj  )

<   Qk − GTk 
2 − N0 log p wk    

   = p  G Tk − Tj + n 
2

+ N0log
p wk 

p wj 
<  n 2  

   =  p   n, G(wk − wj) >
 G Tk−Tj  

2

2
+

N0

2
log

p wk  

p w j  
 (27) 

 

where n, G(wk −wj)  is a Gaussian random variable that 

has zero mean and variance
N0

2
 G Tk − Tj  

2
,accordingly 

 

p wk → wj|h = Q  
 G Tk−Tj  

 2N0
+

2μkj  2N0

 G Tk−Tj  
           (28)    

where μkj = .25log
p wk  

p w j 
 .  The pairwise error probability 

p wk → wj  is determined by averaging (28) with respect to 

the joint distribution of fading gains.Let us define 

Ψk(μij )    as follows 

Ψk μij = p wi → wj  ∀i, j ∈  0,1,2,3,4,5,6,7  (29) 

If i = 0  then, 
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p w0 → wj =

 
 
 

 
 

Ψ1(μ0j)           for  j = 1

 Ψ2(μ0j)             for  j = 2,4

Ψ3 μ0j               for  j = 3,5

Ψ4 μ0j            for  j = 6

Ψ5 μ0j            for  j = 7

            (30)   

 

 Derivation of Ψ1(μ0j)  : Substituting i = 0  and j = 1 

into (28) yields 

 G T0 − T1  

=   

gsd 1 dsd
−m             gsd 2 dsd

−m             0

gsd 2
∗  dsd

−m     − gsd 1
∗  dsd

−m                0

0                       0                     grd drd
−m

  0     0    2 Er 
T
  

 

                    =  2grd
2 drd

−m Er                                 (31) 
 

Accordingly,Ψ1(μ0j) is given by 

Ψ1(μ0j) = Q  2grd
2 drd

−m Er/N0 +
2μ01

 2grd
2 drd

−m Er /N0

   (32) 

 Derivation of Ψ2(μ0j) : Substituting i = 0  and j = 2 into 

(28) yields 

 G T0 − T2  = 

  

gsd 1 dsd
−m             gsd 2 dsd

−m                0

gsd 2
∗  dsd

−m     − gsd 1
∗  dsd

−m                  0

0                       0                       grd drd
−m

  0     2 Es     0 
T
  

                       =  4gsd 2
2 dsd

−m Es + 4gsd 1
2 dsd

−m Es(33) 

 

Accordingly,Ψ2(μ0j) is given by 

 

Ψ2 μ0j = Q

 

  
2gsd 1

2 dsd
−m Es

N0

+
2gsd 2

2 dsd
−m Es

N0

+
2μ02

 
2gsd 1

2 dsd
−m Es

N0
 +  

2gsd 2
2 dsd

−m Es

N0

  

                                                                                          (34) 
 

 Derivation of Ψ3(μ0j)       : Substituting i = 0  and j = 3 

into (28) yields 
 

 G T0 − T3  = 
 

  

gsd 1 dsd
−m             gsd 2 dsd

−m        0

gsd 2
∗  dsd

−m     − gsd 1
∗  dsd

−m           0

0                   0              grd drd
−m

  0  2 Es    2 Er 
T
  

  =  2grd
2 drd.

-m
Er+4gsd 2

2 dsd
-m

Es+4gsd 1
2 dsd

-m
Es(35)   

 

Accordingly,Ψ3(μ0j) is given by 

Ψ3  μ0j
 = 

Q

 

 
 
 𝟐𝐠𝐫𝐝

𝟐 drd
-m

Er+𝟒𝐠𝐬𝐝𝟐
𝟐 dsd

-m
Es+𝟒𝐠𝐬𝐝𝟏

𝟐 dsd
-m

Es

N0
+

2μ03

 𝟐𝐠𝐫𝐝
𝟐 d

rd
-m

Er+𝟒𝐠𝐬𝐝𝟐
𝟐 d

sd
-m

Es+𝟒𝐠𝐬𝐝𝟏
𝟐 d

sd
-m

Es

N0  

 
 

(

36) 

 Derivation of Ψ4(μ0j)       : Substituting i = 0  and j = 6 

into (28) yields 
 

 G T0-T
6
  =  

 
 
 
 gsd1

 dsd
-m     gsd2

 dsd
-m       0

gsd2
*  dsd

-m     -gsd1
*  dsd

-m    0

0          0       grd
 drd

-m
 
 
 
 

 2 Es  2 Es   0 
T
   

= 8gsd 2
2 dsd

-m
Es+8gsd 1

2 dsd
-m

Es                             (37) 

 

Accordingly,Ψ4(μ0j) is given by 

Ψ4 μ0j =

Q

 

 
 
 

4gsd 2
2 dsd

−m Es +4gsd 1
2 dsd

−m Es

N0
+

2μ06

 
4g sd 2

2 d sd
−m Es +4g sd 1

2 d sd
−m Es

N 0
 

 
 

             (38) 

 Derivation of Ψ5(μ0j)       : Substituting i = 0  and j = 7 

into (28) yields 

 G T0 − T7  

=   

gsd 1 dsd
−m        gsd 2 dsd

−m       0

gsd 2
∗  dsd

−m − gsd 1
∗  dsd

−m     0

0           0           grd drd
−m

  2 Es   2 Es    2 Er 
T
  

  = 8gsd 2
2 dsd

−m Es + 8gsd 1
2 dsd

−m Es + 4grd
2 drd

−m Er         (39) 

Let us define the parameter   ϵ07    as follows 

ϵ07 =  8gsd 2
2 dsd

−m Es + 8gsd 1
2 dsd

−m Es + 4grd
2 drd

−m Er         (40) 

Accordingly,Ψ5(μ0j) is given by 

Ψ5 μ0j = 𝑄  
ϵ07

 2N0
+

2μ
07 2N0

ϵ07
                                         (41) 

From previous equations, it is desired to average   
Ψk i, j  ∀ k = 1,2,3,4,5}  over the distribution of the fading 
gains. Averaging  Ψk i, j   is done using the mathematical 
technique found in [14], we get 
 

p wk → wj = 

 
  
 

  
 

1

2
 (1−

m∈ρk ,j

ηm )e
−2μkj  1+

1

ηm
 
 

γm

γm − γii∈ρk ,j

i≠m

  if μkj ≥ 0

 (1−
m∈ρk ,j

1 + ηm

2
)e
−2μkj  1−

1

ηm
 
 

γm

γm − γii∈ρk ,j

i≠m

 if μkj < 0

  

 

(42) 
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Fig. 2 BER of the proposed scheme and [15] 

 

Fig. 3 BER comparison between the upper bound and simulation result 

 
The set ρk,j  consists of all terms that are included in the 

vector G Tk − Tj  . For example the vector G T0 − T7  , 

according to (39), has three terms, γ1 = 2
dsd
−m Es

N0
 , γ2 =

2
dsd
−m Es

N0
  ,  γ3 =

drd
−m Er

N0
  , and  ηm =  

γm

1+γm
 

 
V. Simulation results and discussions 

In this section, both the analysis results that are given by 
(42) and the simulations results that are given by (21)   are 
introduced. Figure 2 shows the comparison of the bit error 
performance between the proposed scheme and that is 
founded in [15]. In the simulation result shown in Figure 2, 
it is assumed that the source transmitted SNR ES/No  is 
equal to the relay transmitted SNR Er /No  and all links 
distances are assumed to be lm without effect on the 
generality of the proposed scheme in this simulation. The bit 

 

 

Table 2: Summary of the comparison between the proposed scheme 

and [15] 

The proposed scheme [15] Scheme  

8 Codewords 16 Codewords Codebook size 

3 used channels  4 used channels Spectrum efficiency  

[15] is less than the proposed scheme by 

about .5dB 

Bit error rate  

 
error rate is plotted against the source transmitted SNR.  The 
results indicate that the performance of the proposed scheme 
and [15] is much closer together especially in low values of 
SNR. From Figure 2, it is clear that [15] has a bit error rate 
less than that is found in the proposed scheme because it 
uses a number of channels larger than that are used in the 
proposed scheme, although the proposed scheme has better 
spectrum efficiency as the relay uses only one channel while 
it uses two channels in [15] to send its data to the receiver. 
Another feature of the proposed scheme is founded in its 
complexity when it is compared with [15]. Because in [15], 
the MAP decoder should estimate the transmitted codeword 
from 16 codewords because the receiver receives four 
signals, two signals from the source and two signals from 
the relay, while in the proposed scheme the MAP decoder 
should estimate the transmitted codeword from only 8 
codewords as shown in (21). Therefore, the proposed 
scheme has less complexity than [15]. Figure 3 shows the 
bit error rate obtained from the simulation given by (21) and 
that is obtained from the upper bound given by (42) under 
the same simulation parameters used in Figure 2. The upper 
bound (42) can be used in performance analysis of the 
considered network and poweroptimization for the 
cooperative network. Derivation of the upper bound is a 
straightforward process and it can be applied to any 
cooperative network having any number of sources and 
relays to improve the overall performance for the network 
under consideration. 

The relay positioning issue is demonstrated in Figure 4. 

Figure 4 shows the system BER against the distance 

between the relay and the receiver dsr . Assuming that   the 

distance between the source and the receiver dsd   is equal 2 

and the sum of distances between the source and the relay 

dsr  and the distance between the relay and the receiver drd  

is equal 2. Three different cases are considered here. In the 

first case, the source transmitted SNR ES/No  is equal to the 

relay transmitted SNREr /No .  In the second case, the source 

transmitted SNR ES/No  is greater than the relay transmitted 

SNR Er /No  . In the third case, the source transmitted SNR 

ES/No  is less than the relay transmitted SNR Er /No  . It is 

clear from Figure 4 that more transmitted power is needed to 

be allocated to the relay when it is far from the receiver. 

Moreover, when the transmitted SNR is equal for the source 

and the relay, the relay isn't allocated in the midway 

between the source and the receiver as expected because the 

source has two transmitting antennas.The summary of the 

comparison between the proposed scheme and [15] is 

introduced in Table 2. This summary shows that the 
proposed scheme offers a further level of superiority over 

the previous related work. 
 

VI. Conclusions  
In this work, we presented a new approach for the 
cooperative network using the MAP decoder and the 
Alamouti code decoding schemes for the MISO wireless 
network that uses the DF protocol as a cooperation protocol.  
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Fig. 4 BER against dsr  

 
 
A closed form expression for the bit error probability is 
achieved. The obtained upper bound expression can be used 
forthe power optimization, relay location selector issue. The 
obtained results show that the proposed scheme has two 
advantages over [15] since it has less complexity and better 
spectrum efficiency because the proposed scheme uses a 
number of channels less than that are used in [15]. The 
simulation results that are presented in this work show that 
the proposed scheme is very efficient and straightforward 
and can be applied to any cooperative network having any 
number of sources and relays. 
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