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Abstract-Deep learning (DL) methods have been 

achieving amazing results in solving a variety of 

problems in many different fields especially in the area 

of big data. With the advances of the big data era in 

bioinformatics, applying DL techniques, the DNA 

sequences can be classified with accurate and scalable 

prediction. The strength of DL methods come from the 

development of software and hardware, such as 

processing abilities graphical processing units (GPU) for 

the hardware and new learning or inference algorithms  

for the software,  which reducing the main primary 

difficulties that faced the training process. In This work, 

we start from the previous classification methods such as 

alignment methods pointing out the problems, which are 

face to use these methods.After that, we demonstrate 

deep learning, from artificial neural networks to hyper 

parameter tuning, and the most recent state-of-the-art 

DL architectures used in DNA classification. After that, 

the paper ended with limitations and suggestions. 

1. Introduction 

Biochemical molecules such as Deoxyribonucleic acid 

DNA, Ribonucleic acid RNA, and protein are fundamental 
for cellular organization [1, 2], they are responsible for 

many biological processes of any given organism, by 

playing a regulated organism’s role to control different 

pressures during an organism’s life time. DNA can be 

viewed as the blue print for cell machinery.  RNA help carry 

out this blueprint during organism life. Usually DNA 

consists of a long linear chains of subunits called 

nucleotides[3] that is a long but finite string over the 4 letter 

“nucleotide” alphabet {A; C; T; G}(e.g. of DNA sequence 

….ATCGCTGA ...). The Central Dogma of molecular 

biology is shown in figure 1, and it was first proposed by 

Francis Crick [2]. 

Much of the biological information can be provided by 

molecular biology, such information is related to the 

analysis of biochemical molecules (DNA, RNA, and 

Protein), these information help molecular biologists to 

solve many problems. The task of extracting this kind of 

information is not an easy process. However, even if we can 
get this information, biologists cannot retrieve any useful 

knowledge due to the quantity and the complexities of this 

data. For this, the merging between biology, informatics and 

mathematics for analyzing these biological data happened in 

order to achieve the many goals of the new discipline called 

bioinformatics [4]. One of the main tasks of bioinformatics 

are the computational analysis of sequence databases. The 

biological sequences classification is extremely useful for 

this task, based on the principle that sequences having 

similar structures have also similar functions. Since when 

sequencing a new genome, perhaps its function and 

structure are among the most important questions. To 
determine them, a newly sequenced is compared to well-

known databases via a similarity function. Then predict 

which group the new sequence belongs to [5].  There are 

many well-studied, more specific problems are examples of 

this one: for instance, the taxonomic problem where the 

phylogenetic group of an organism can be known using 

given some of its biological sequence data and that is the 

focus of this paper. 

 
Figure 1: The Central Dogma of molecular biology [2]. 

 

In the 18th century Linnaeus, a Swedish naturalist, classified 

living things according to a hierarchy: Kingdom, Phylum, 

Class, Order, Family, Genus, Species, and his classification 
was based on an observed similarity and widely reflects 

biological ancestry (taxonomy) [6]. As a result, Taxonomy 

is defined as science of Classification of organisms, hopes to 

show relationships among organisms, a way to provide 

universal identification of an organism. 

Currently, the issue of DNA sequence classification  at all 

taxonomic levels are usually performed by alignment-based, 

alignment-free techniques and combination between 

machine learning and digital signal processing (ML-DSP) , 

as a common-goal to alignment-free method and software 
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tool [7, 8, 9, 10, 11, 12,13]. This combination (ML-DSP) 

implemented to overcome the difficult which face the 

previously alignment methods. The main contribution of 

ML-DSP is the feature vector that used for the supervised 

learning algorithms. The main problem behind this method 

remains how to find the best feature selection process. 
Since, the letter / character-based description of a genome 

sequence is readable and understandable for humans [13] 

but is an issue for machines, and the commonly used 

representations introduce the main drawback of the high 

dimensionality. Recently, DL architectures models were 

proved to be able to extract automatically useful features 

from input data and the power of deep learning in area of 

big data has facilitated major advances in numerous 

bioinformatics applications such as genomic medicine, 

medical imaging research field and sequences 

classifications. Artificial neural networks (ANNs), one of 

the most widely used models in ML [14]. Classifiers based 
on ANNs are loosely based on the brain’s neural network. 

These type of algorithms are behind most state of the art 

applications in artificial intelligence (AI) and are chosen 

when dealing with very large datasets. They are also the 

main architecture behind DL techniques. 

 

In order to know DNA classification tools, a survey study is 

desired. The main target of such review study is to give a 

collective survey of DNA classification techniques 

applicability that could be helpful in medical, legal and 

social applications. Several studies have treated this issue 
from different perspectives. Some of them are mentioned. A 

survey study has been presented by Andrzej Zielezinskiet. 

al. [15]. The research provides a survey study for the 

benefit, applications, and tools of Alignment-free sequence 

and the challenges that appear in alignment based method 

and how alignment based method faced these challenges. 

 

Jie Renet. al. also introduced another review study entitled 

by “Alignment-Free Sequence Analysis and Applications” 

in 2018 [16]. This survey study was provide an updated 

review of these applications and related developments of 

word count–based approaches for alignment-free sequence 
analysis. 

 

Another review study of “Deep learning for computational 

biology” for Christof Angermueller, Tanel Pärnamaa, 

Leopold Parts & Oliver Stegle [10]. The study discuss 

applications of deep learning   approaches in regulatory 

genomics and cellular imaging. Moreover in 2017 [12], 

Deep Learning Architectures for DNA Sequence 

Classification by Giosue Lo Bosco  and Mattia Antonino Di 

Gangi. They show the main advantages for DNA Sequence 

Classification based on Deep Learning. Few numbers of 
researches have discussed the subject of DNA classification 

based on deep learning in different perspectives such as [17, 

18, 19]. 

 

1.2 Work Objectives 
 

The principle objective of this work is to presented DL 

based methods for classifying DNA sequences and how it 

works. This objective may be expressed in terms of a 

number of aims: 

 Provide some basic biological definitions to build 

biological background for the reader. 

 Review existing DNA classification methods such 

as alignment based method, alignment free 

methods and combination between DSP and 

machine learning and show the key issue that 
seriously limits these methods. 

 Introduce the methods based on deep learning 

which used for DNA classification. Since deep 

neural network models represent the state of the art 

for pattern classification, this leads to a better 

classification of DNA sequences with respect to 

other classification schemes. 

 We introduced two deep learning architectures, 

namely convolutional neural network (CNN) and 

recurrent neural networks (RNN). We chose these 

two algorithms because they are based on different 
computational models and usually used for DNA 

sequences classification. 

 Introduce the efficacy and challenges of deep 

neural architectures regards to sequence 

classification in bioinformatics. 

This paper is organized as follows: Section 1presents this 

introduction. Section 2 review the recently published 

classification methods of DNA sequences into phylum, 

class, order, family and genus level, which are broadly 

classified into three major groups: alignment –based 

methods , alignment free methods and DSP-ML. It also 

includes the comparison between different alignment 
methods in terms of their merits, demerits and their popular 

software. Moreover introduces the classification based on 

machine learning. It also includes how deep learning 

approaches work. Section 3 includes some limitations and 

suggestions. Finally, section 4 concludes the paper.  

 

2. From Alignment Methods to deep learning 
 

In this section, firstly different alignment methods have 

been introduced and comparison between them. After that, 

we demonstrate definition and common stages in DNA 

classification based on machine learning. In addition, some 

factors contributing for increasing popularity of are 

explained. Then introduce the components of the 

convolutional neural networks (CNNs) and recurrent neural 

networks (RNNs) that mainly used for DNA sequences 

classification. Finally, we provides example of applying 

CNNs to classification of bacterial species. 

 

2.1 Alignment –based Methods 
 

Alignment-based techniques are all techniques based on the 

search for base-to-base matches in two or more sequences 

[5, 8]. These techniques evaluate sequence similarity, by 
computing a score based on the amount of matches and 

mismatches between sequences. In this way, they may 

compute the class of a given query sequence by locating the 

most similar sequence in the known set. For example, let 

x=TCCTGCCTCTGCCAATC and 

y=TCGGTGCATCTGCAATC be two nucleotide 

sequences. One available alignment between the x and y 

sequences is: 
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                     TCCTGCCTCTGCCAATC---- 

                      | | : : : : : : | : : | | | : : | | | | | | | 

                     TCGGTGCATCTGCAATC---- 

Here the vertical lines between the letters denote the match 

while colons represent substitutions. There have been many 

alignment-based tools developed, including single-sequence 
aligners such as BLAST [20] and FASTA [21] and multiple-

sequence aligners such as ClustalW [22] and MUSCLE 

[23].  

2.2 Alignment Free Methods 

Next Generation Sequencing technologies (NGS) are 

producing vast quantities of genomic data. Unlike the older 

dideoxy-based sequencing methods, e.g. the Sanger method, 

NGS fragments are much shorter and more error-prone. 

Earlier methods for analyzing genomic sequence data are 

generally challenged by the smaller fragment sizes and 

error-rich data produced from NGS machines. Alignment-

based approaches do not use location information for a 
sequence within the genome. This means, comparisons of 

sequences based only on alignments. Sequence location is 

irrelevant to the problem of substring alignment; the 

possibility of conserved regions shifting in the genome due 

to recombination or interactions over large distances in the 

genome is ignored when looking for substring matches.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Alignment-free methods can be divided into five categories: 
a) methods based on k-mer/word frequency, b) methods 

based on the length of common substrings, c) methods based 

on the number of (spaced) word matches, d) methods based 

on micro-alignments, e) methods based on information 

theory and f) methods based on graphical representation. 

Alignment-free approaches have been used in sequence 

similarity searches [25], clustering and classification of 

sequences [26] and more recently in phylogenetic [27, 

28].There are alignment-free software applications, 

including COMET [29, 30], CASTOR [31] and FFP 

(Feature Frequency Profile) [32]. 

Table 1 summarizes Comparison between different 

alignment methods in terms of their merits and demerits. It 

indicates that the key issue that seriously limits the 

application of the alignment methods remains their time 

computational complexity. Some of most popular programs 

based on alignment method are presented in table 2. 

 

Alignment-free sequencing processing techniques have 

arisen as a method to evaluate genomic data when re-

assembly of the fragments is unfeasible or impossible [24].  

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

Method Merits 
 

Demerits 

 

 

 

Alignment 

based 

methods  

• Can report the exact 

regions of high similarity 

between a pair of sequences, 

their output is highly 

relevant to researchers and 

can be used to study 

functional, structural, or 

evolutionary relationships 

between sequences. 

-The high time-memory computational cost for 

multiple alignment in multi-genome sequence data. 

-There is a need for continuous homologous 

sequences and the reliance on a priori assumptions , 

e.g., the gap penalty 

-Many brief reads from separate components of the 

genomes may not always be aligned 

 

 

 

Alignment 

free methods 

 

-It has arisen as a method to 

evaluate genomic data when 

re-assembly of the fragments 

is unfeasible or impossible. 

-overcome some of the 

Demerits faced by alignment 

based methods 

- Lack to implement software: Most of the current 

alignment-free techniques continue to explore 

technical foundations and lack software execution 

needed to compare techniques on prevalent 

datasets. 

-Most current alignment free techniques are tested 

utilizing simulated sequences or very small real-

world datasets. Due to this   selecting one tool over 

the others difficult for experts. 

-Memory overlap: Scalability to multi genome 

information can create memory overhead, 

particularly when using word-based methods with 

long k-mers. 

 

Table 1: Merits and demerits of different alignment methods. 
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2.3 Machine Learning with Genomic Data 

Because of its high classification precision, accelerate 

and scalability to big datasets, ML-DSP is extremely 

useful for freshly found species classification, 

identification of genomic signatures, and in the 

assessment of genome integrity [13]. In addition, to 

overcome alignment methods challenges they faced. 
The basic idea behind ML-DSP methods is used the 

methods of alignment free method as feature vectors 

then used machine learning as classifier. 

There are distinct machine learning methods that are 

used for classification objectives that achieved high 

accuracy in binary and multiple classification of 

genomic sequences. The authors in [34] presented a 
deep review about deep learning in bioinformatics. Lots 

of evidence show that Recurrent Neural Networks 

(RNN) and CNN mainly used in the taxonomy of deep 

neural models [12, 34, 35]. Some of examples for ML-

DSP are, in [7], the authors used Support Vector 

Machine (SVM) and CNN as classifier. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

2.3.1 Classification based on Machine Learning 

Machine learning is a part of artificial intelligence (AI) 
based on the concept that machines should learn through 

experience [36]. Computers could use pattern recognition 

through machine learning to discover hidden meanings 

without candid programming, In comparison to the 

traditional biological computational methods. The primary 

concept behind machine learning is to build a model with an 

acceptable quantity of information, regardless of the 

instructions to overcome the issue, which can produce 

valuable predictions of the solutions. In consequence, 

machines learning is about various models, which use 

various methods to learn by adapt and improve their result 

from experience [37, 38] and deep learning is considered the 
new trend used now especially with big data. Figure 2 

visualizes the distinction between AI, ML and DL where DL 

is a subset of ML, which is also a subset of AI.   

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 
 

 

Table 2:  Some popular Algorithms for searching sequence similarities based on alignment methods. 

Method Software 

 

 

 

 

 

Alignment 

based 

methods 

•FASTA[21]:  performs a Pearson and Lipman  search for similarity 

between a query amino acid sequence and any group of  amino acid  

sequences that either reside in the user’s computer or is a database. An 

extension to this program TFASTA does the search of the amino acid 

sequence on any group of nucleotide sequences. TFASTA translates the 

nucleotide sequences in all six frames before performing the 

comparison therefore searching also all “implied amino acid 

sequences.” 

•BLAST [20] (Basic Local Alignment Search Tool):  the  heuristic 

search  algorithm  employed by the programs blastp (for comparison of 

an amino acid query  sequence  against  a protein sequence database), 

blastn (for comparison of a nucleotide  query  sequence  against a 

nucleotide sequence database), blastx (for comparison of  the  six-frame  

conceptual translation products of a nucleotide query sequence (both 

strands) against a protein sequence database), tblastn (for comparison of 

a protein query  sequence  against   a nucleotide sequence    database    

dynamically translated  in  all  six  reading   frames   (both strands), and 

tblastx (for comparison of the six-frame translations of a nucleotide 

query sequence against the six-frame translations of a nucleotide 

sequence database). 

•Multiple Sequence Alignment a collection of alignment programs such 

as CLUSTALW [22], for aligning nucleic acid or amino acid sequences. 

Maintained by the Department of Genetics at the University of 

Washington, Seattle. 

 

 

Alignment 

free methods 

•CoMet [30]: Universe server allows you to analyze the taxonomic and 

functional composition of your metagenomic sample and to compare it 

with a large collection of publicly available data from previous 

metagenome studies. 

•CASTOR [31] a virus classification platform, based on machine 

learning methods. It is inspired by a well-known technique in molecular 

biology: restriction fragment length polymorphism (RFLP). It simulates, 

in silico, the restriction digestion of genomic material by different 

enzymes into fragments. 
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Classification is the activity of examining the features of an 

object and assigning it to a predefined set of classes based 

on supervised learning [38]. The input data and output data 

are already known in supervised learning and a learning 

algorithm is used to learn how to map the input to the 

output. Classification task consist of four main stages, 
preprocessing, feature extraction, training and lastly 

classification. Figure 3 shows common classification stages 

based on machine learning. 

 

Figure2: The relationship between DL, ML and AI. 

 
 

Figure 3: Common stages in DNA classification based on 

machine learning. 

 

 Preprocessing: In preprocessing stage, raw data, 

which is gathered from source, handled before 

employed as an input.This stage is essential 

because the information acquired in most instances 

are noisy, incomplete or /and inconsistent. 

Preprocessing involves data-related tasks such as 

cleaning, transformation, reduction and so on. 

 Feature Extraction: Next phase is feature 
extraction. Features are the domain-specific 

measurements, which have relative information to 

create the best possible representation of the input. 

For classification, most appropriate characteristics 

must be obtained from raw data. 

 Training: In this phase as also explained before, 

model trains to give the most accurate Prediction as 

possible. 

 Classification: In classification, the model 

produced assign input to one of the classes 

depending on the decision rules. 

In every machine learning approaches, the training process 

is the most important phases. This training ultimately 

determines the utility of a model and how it works when 

properly tested. There are, however, frequent known issues 

that can arise when training a model from scratch that 

yielded poor performance such as Vanishing gradient, Over 

fitting, Computational load. These problems are the reasons 

for increasing popularity of deep learning [39, 40] than other 

machine learning approaches. Because of the development 
of software and hardware, such as processing abilities 

graphical processing units (GPU) for the hardware and new 

learning or inference algorithms for the software,  which 

reducing the main primary difficulties in the training 

process. Table 3 introduced the difference between Ml and 

DL. 

2.3 Deep Learning (DL) 

Deep Learning (DL) can be briefly explained as a machine 

learning subfield that works with algorithms that structurally 

and functionally resemble a brain. DL is a very broad 

subject, having many distinct concepts and notions that need 

to be understood before being put to practice. In the next 

subsections, we will explain and give examples of deep 
neural networks and how they work[37]. In additions, why 

are deep neural networks garnering so much attention now? 

 

2.3.1 Some Factors Contributing for Increasing 

Popularity of Deep Learning 

 The availability of large training data sets with 

high-quality labels. 

 Progress in parallel computing implementations. 

 Niche software platforms such as PyTorch [41], 

Tensorflow [42], Caffe [43] , Chainer [44], Keras 

[45], BigDL [46] etc. that allow seamless 

integration of architectures into a GPU computing 

framework without the complexity of addressing 

low-level details such as derivatives and 

environment setup. 

 Robust optimization algorithms that produce near-

optimal solutions: Algorithms with adaptive 

learning rates (AdaGrad, RMSProp, 

Adam,Adaboost), Stochastic Gradient Descent 

(with standard momemtum or Nesterov 

momentum), Particle Swarm Optimization, etc. 

 

2.3.2 Artificial Neural Networks (ANNs) 

Artificial Neural Networks (ANN), like the brain’s neural 

network, have specific structures connected between each 

other. In ANNs, the nodes can be seen as the neurons. Each 
neuron connects and interacts with at least one another 

through links. The inputs are processed and passed along 

through the network, eventually reaching a final state where 

all the computed values are shown to the user [47]. Where 

each artificial neuron receives a set of inputs, with each of 

this inputs being subsequently multiplied by its 

corresponding weight. After all the inputs are processed, the 

values are combined together and added resulting in an 

intermediate value called sum or net. The sum is then passed 

through an activation function that produces the final output 

of that single node. This output serves as input for one or 
more connected nodes in the next layer, where they will use 

that value in a similar manner for its inner calculations. 

 

Each artificial neuron receives a set of inputs, with each of 

this inputs being subsequently multiplied by its 

corresponding weight. After all the inputs are processed, the 

values are combined together and added resulting in an  
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intermediate value called sum or net. The sum is then passed 

through an activation function, which produces the final 

output of that single node. This output y can be represent as 

follow: 

 

y = ∅(v)            (1) 

v = x1w1 + x2w2 + ⋯+ xm wm + b   (2) 
 

Where v is the weighted sum of the input signals and ∅ .  is 

the equation of the activation function. 

 

This output serves as input for one or more connected nodes 

in the next layer, where they will use that value in a similar 

manner for its inner calculations. Figure 4 shows behavior 

inside each artificial neuron. The detail of ANN in [47]. 

 
Figure 4: Behavior inside each artificial neuron. 

 

2.3.3 Training process algorithm 
 

Training an ANN is usually done with a method called back 

propagation. The goal of this technique is to optimize the 
weights of the nodes in the network by calculating a concept 

called gradient. The following steps can describe the 

algorithm: 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 
 

 

1. Weight initialization at the input layer. 

2. Forward propagation of the weights in the network with 

each node using its inputs and associated weights to 

calculate the activation values. 

3. Calculation of the loss function at the output layer. 

4. Backward propagation, where the gradients of the loss 

function are calculated and each layer 

specific parameters are updated. 

5. Repeat the steps 2, 3 and 4 until the stop criteria is met, 

usually until the loss function is minimized without 
achieving over fitting. 

 

Deep neural network learns by minimizing the loss function 

by changing the parameters (weigts and biases) of the model 

in training.  Stochastic gradient descent (SGD) is one of the 

most common used techniques to learning the parameters. 

The gradients of a loss function are calculated by using the 

back-propagation (BP) algorithm which explained 

previously, then the results fed to the SGD method to update 

the parameters ( weights and biases) incrementally after 

each epoch. An epoch indicates the number of times all of 
the training input used to update the parameters. All training 

samples get through the leaning phase in one epoch before 

parameters are updated. SGD calculates the approximation 

of the true error gradient error based on a single training 

sample, instead of compute the gradient of the error based 

on the all training sample like in gradient descent (GD). 

Thus, DNN can train faster with SGD, since calculating the 

approximation is faster. 

𝑤𝑗 ← 𝑤𝑗 + ∆𝑤𝑗 (3) 

Table 3: The difference between machine learning and deep learning. 

Classifier Machine learning Deep learning 

 

 

 

 

By 

definitions 

Algorithm can parse, learn from 

the data and then apply the same 

to informed decision making. 

Where this algorithm needs to be 

told how to make an accurate 

prediction by providing it with 

more information, this means 

selection which features are 

suitable manually (feature 

extraction stage) to do accurate 

prediction. 

 

Algorithm can parse, learn from 

the data and then apply the same 

to informed decision making. 

Where this algorithm can 

providing accurate prediction 

automatically. There is no 
feature extraction stage. 

Manageme

nt 

The various algorithms are 

directed by the analysis to 

examine the different variables in 

the datasets. 

 

The algorithms are generally 

self-directed for the appropriate 

data analysis once they are 

applied. 

The output Usually the output is a numerical 

value, such as a score or 

classification. 

The output can be anything 

from a score, an element, free 

text, etc. 

 

Number of 

data points 

Usually, there are a few thousand 

data points used for analysis. 
 

There are a few million 

thousand data points used for 
analysis. 
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After each epoch, weights in previous Equation, updated as: 

∆𝑤𝑗 = 𝛼(𝑡𝑎𝑟𝑔𝑒𝑡 − 𝑜𝑢𝑡𝑝𝑢𝑡)𝑥𝑗    (4) 

Where 𝛼 is learning rate, 𝑤𝑗  is weight from the input node j, 

target and output indicate target label and the final output of 

that node j, 𝑥𝑗  is the input for connected node j. 

 

2.3.4 Backpropagation 

As explained previous, to use SGD in multi-layer networks, 

gradient of the loss function is needed to be computed. 

Backpropagation is the most common method used to 

overcome this problem. In backpropagation, calculating the 
partial derivatives ∂L/∂w of the loss function L with respect 

to some weight w is enough to analyze the change in the 

loss with the change of weights. Using mean squared error 

(MSE) as cost function one output neuron over all n 

examples is: 

                     𝑙 =
1

2
 (𝑡𝑗 − 𝑦𝑗 )2𝑛

𝑗=1                                     (5) 

Where: t is target label, y is output of ANN. L is scaled by 
1

2
 

for mathematical convenience. Error gradient is calculated 

in following equation 6 to use SGD: 

                              ∆𝑤𝑘𝑗 = −𝛼
𝜕𝐿

𝜕𝑤 𝑘𝑗
                                   (6) 

Where a node in layer k is connected to a node in layer j. 
The result is taking negative. We take the negative because 

the change of the weights are in the direction of where error 

is decreasing. Because weight changes are in the direction 

where the error is decreasing. Using chain rule gets us: 

 

                     
𝜕𝐿

𝜕𝑤 𝑘𝑗
=  

𝜕𝐿

𝜕𝑦 𝑗

𝜕𝑦 𝑗

𝜕𝑥 𝑗

𝜕𝑥 𝑗

𝜕𝑤 𝑘𝑗
                                        (7) 

In Equation 7, 𝑥𝑗  is the weighted sum of the inputs being 

passed to 𝑗𝑡ℎnode and𝑦𝑗  = f (𝑥𝑗 ) is the output of the 

activation function. In the end, gradient of the calculated 

error feed to the SGD algorithm. 

2.3.5 Some Deep Learning Architectures. 

This subsection illustrate the main component of more 
practical DL architectures that mainly used for DNA 

sequences classification; Convolutional neural networks 

(CNNs) and recurrent neural networks (RNNs). Table 

4introduced someof related papers. 

Convolutional neural networks (CNNs) 

 

Convolutional neural networks are types of discriminative 

connectionist models. They are originally designed to 

operate directly on observed images without pre-processing 

[48]. Although they have also been successfully applied to 

text and sound classification [49]. These networks have 

applications in the most diverse of real world areas from 

traffic sign recognition to empowering vision in self-driving 

cars [50], a CNN architecture created for simple recognition 

operations such as reading digits and zip codes, was created 

around 1990 and was pioneer in deep ANNs, rendering this 

type of networks as one of the reasons behind DL’s 

popularity growth over the years. Models based on a CNN 

architecture can have many different forms, but are usually 

based on the four main tasks seen on Figure 5. These tasks 

are: 

 Convolution, consisting in the feature extraction 

from the input data. This extraction is done by 

filters or feature detectors that perceive particular 

conditions (such as edge recognitionin the case of 

images) by scrolling through the data and 

producing feature maps. 

 Introduction of non-linearity functions such as 

Sigmoid or ReLU after each convolution. 

 Sub-sampling or pooling is used to decreasing the 

feature maps. This leads to more manageable 

representation of information and a decrease in the 

amount of parameters, controlling potential 

overfitting. 

 Fully connected layer, an ANN with a non-linear 

activation function that utilizes the sub-sampled 

results to show a higher-level classification of the 

learned data. 

 
Figure 5: Architecture of a convolutional neural network. 

 

Table 4: Some of Related Papers 

Ref. Summary 

[10] The study discusses applications of deep learning 

approaches in regulator     genomics and cellular 

imaging. 

[12] It discusses DNA classification based on RNN 

and CNN, as well as show                               the 

main advantages for DNA Sequence 

Classification based on Deep Learning. 

[7]  It  focuses  on  the  applications  of  CNN  in  

DNA classification,  as  well  as using FCGR as 

data representation. 

[18] It discusses the applications of CNN based on 

different subsampling layers into DNA 

classification 

[11] A  general  review  of  the  CNN  and  RNN  

architectures,  with  the   applications  in  omics,  
image  processing  and  signal processing. 
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- Recurrent neural networks (RNNs) 

Another type of architecture is RNN, and is particularly 
used in problems with sound or sequential data, such as 

speech recognition, natural language and sentiment analysis 

[51]. Figure 6 shows a basic RNN architecture. The layer 

disposition is very similar to FFNNs, with an input layer 

followed by a hidden layer and an output layer. RNNs are 

dynamic networks; with their state changing continuously 

until an equilibrium is reached. They mainly differ from 

FFNNs because they allow feedback between nodes, with 

each hidden node’s computation being a combined 

calculation of the input value and the information produced 

in previous nodes. 

There are many RNN variants. Examples include an 
independently recurrent neural network or IndRNN, a 

special type of RNN which solves the vanishing gradient 

issue that usually appears in more basic forms. A long short-

term memory or LSTM is another form of RNN that solve 

the issue of vanishing gradients by incorporating 

components called "gates". Yet another variation called 

Hopfield network in which all connections between nodes 

are bidirectional, is used in the studying of many 

mathematical known problems such as the traveling 

salesman. 

 
 

 
 

Figure 6: Architecture of a recurrent neural network. 

2.4.6 Hyperparameters Tuning  

 

Once a deep learning architecture is selected, many 

parameters are subsequently represented to set, including the 

number of epochs, the number of iterations, the number of 

mini-batch, optimizing parameters and the learning rate, all 

of which remarkably influence the results [52].Multiple 
epochs and iterations are needed for training DNNs. 

Learning Rate; this value determines how quickly a network 

updates its hyper parameters. High learning rates speed up 

the training process but can result in gradient convergence 

becoming more difficult. On the other hand, slower learning 

rates will ensure a smooth convergence while drastically 

increasing the time needed to learn. An epoch is defined as 

one total pass of the training data through the network. The 

minibatch size is the number of samples received by the 

network before the parameters are updated. However, 

multiple iterations are generally used when training small 

data sets. If one sets too few epochs, not enough time is 
given to train DNNs and the training results may not be 

reliable. If too many epochs are set, an over fitting problem 

might occur during the training process. So far, there is no 

automatic means to configure the number of epochs. The 

rule-of-thumb is to monitor the progress and use early 

stopping, which can stop the training at the early stage and 

prevent the neural network from overfitting. Finally, SGD is 

usually used method for update optimization. Although 

SGD can create instability problems for DNNs, it is widely 

used because of its simplicity. Layer-wise training for 
DNNs was created in order to solve the vanishing gradient 

problem caused by SGD. Alternatively, other optimization 

algorithms which is to combine the SGD with some 

optimizer algorithms, such as Momentum, RMSProp, and 

Adam [53, 54], etc. Using these optimizer algorithms to 

train DNN results in faster training than when using a 

traditional SGD.  

2.4.6 DNA sequences Classification with CNN  

Currently, there are few studies have been provided for the 

DNA sequence classification problem and shown the 

success of using deep learning [7, 10, 11, 12].In this 

example, CNN is used to classify bacterial into taxonomic 

levels. The dataset download from the Ribosomal Database 

Project, Release 11 [55].DNA sequence string have been 

encoded into 2D data (image) which can be fed to the model 
as input.FCGR are used for mapping with suitable k-mers as 

discussed in [18]. We implement CNN, as shown in Fig. 7 

with specific number of hidden layers. We first trained these 

models for each taxa. Finally, we run the standard 

optimization procedure with best Hyper parameters as 

discussed in section 2.4.6, cross-entropy loss and Adam 

optimizer. In order to achieve high classification, we can use 

different subsampling layers such as random projection and 

wavelet pooling [18]. Also combination between CNNs and 

RNN. This example can be easily adopted for other 

classification applications [56], such as breast cancer 
classification [57]and CT image classification [58]. 

3. Limitations and Suggestions 

 Data Representation: there are some problems in 

quantifying aspects of DNA sequences. No one knows 

which representation is the best for encoding numeric 

values in these nucleotides. However, we cannot avoid 

using the numeric representations of these biological 

units when applying learning machine to biological 

studies. Future directions may include more accurate 

identification of DNA signals using multidimensional 
DSP-based features, and combining signal processing 

based work with data-driven methods to advance the 

state of the art in DNA sequences classification 

algorithms. 

 Reducing computational requirement: deep learning 

models are usually very complex and have lots of 

parameters to be trained, it is often computationally 

demanding and memory intensive to obtain well-trained 

models and even for the productive usage of the models 

[59]. Those requirements seriously limit the deployment 

of deep learning in machines with limited computational 
power, especially in the field of bioinformatics and 

healthcare, which is also data intensive. Several methods 

have been proposed to compress the deep learning 

model, which can reduce the computational requirement 

of those models from the beginning such as parameter 
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pruning, which reduces the redundant parameters that do 

not contribute to the model’s performance significantly, 

including the famous Deep Compresion. In addition, we 

can use compact convolutional filters to save parameters 

[60].  

 Hybrid methods: refer to combination between different 

deep learning models such as CNN used as feature 

extraction stage with RNN classifier to adding additional 

knowledge, which can indeed provide better results. 

Which may provide new different viewpoints and fine 

insights to help understand of the genome nature. This 

might be the coolest trend for Law enforcement agencies 

that are using DNA data classification to solve crimes at 

unprecedented speeds. 

 Implementation of different optimization techniques to 

achieve the best performance and perfect DNA 

classification. 

 The major improvement would have to be in our 

working environment. With achievements such as GPU 

usage for calculations or the integration of our machine 

in a cluster of other computers, we could improve our 

hyperparameters such as a reduced learning rate, train 

additional state of the art architectures or dramatically 

increase the size of our dataset. All of this could result in 

better outcomes than those attained. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 More attempts at extracting other features from DNA 

sequences before feeding them to the models could also 

be made. This could result in overall more accurate 

evaluations. 

4. Conclusions 

There are many studies associated to the analysis of biologic

al data and solutions to these issues. Different methods such 

as alignment method and alignment free methodand 

combination between machine learning and digital signal 

processing have become more and more popular in this area. 

Deep learning stands out among rest, due to its remarkable 
performance and reduction of the challenges that other 

methods faced. One weakness of deep learning that should 

be considered is its need of data. It really shines where there 

is high amount of data available to train. In this paper, we 

first reviewed all the alignment methods needed to do the 

DNA classification. We also provided the most common 

instruments for classifying DNA and the main features 

behind a few state of the art frameworks in DL are 

exploring.Finally, the limitations and corresponding 

suggestions of the DNA classification based on deep 

learning technology are pointed.  
 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

Figure 7: DNA Classification based on CNNs 
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