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Abstract—Digital filters are used for identification, 

prediction, and modeling of hidden objects in dynamic 

systems. These filters are Gaussian filter with power 

spectrum depth estimation, edge detection of the hidden 

objects as well as constructed 2-D geomagnetic modeling 

of hidden objects. In this paper, digital filter results are 

obtained by MATLAB software. Magnetometer 

instrument is used to collect aeromagnetic data of 

dynamic systems. Aeromagnetic data are collected from 

Aswan area in Egypt. MATLAB codes are built to insert 

data and process this data in user graphic interface (UGI). 

The estimated depth level of hidden objects in dynamic 

system is selected via the power spectrum which used to 

transform processed data in time domain to frequency 

domain. Then, figure out the hidden objects in shallow 

and deeper levels. Edge boundary is implemented to 

obtain hidden objects dynamic system either shallow and 

deep levels. Edges and clearness hidden objects dynamic 

systems take out by smoothing total horizontal derivative 

(THDR) and enhanced total horizontal derivative 

(ETHDR) filter. The estimation depth of hidden objects 

and their extension are calculated from the 2-D modeling 

filter. Also, the 2-D model shown the difference hidden 

objects dynamic systems types through there magnetic 
susceptibility.  

Keywords—Identification, Modeling, Hidden Objects, 

Aeromagnetic Data, Digital Filters. 

I. INTRODUCTION 

Digital filters are used for solving real problems [1]. Data 

is collected by an aeromagnetic survey. The hidden objects 

are located as shown in figure (1), they exist as eleven 

objects [2]. These objects are followed up by digital filters. 

The mathematical algorithms of digital filters are simplified 

by MATLAB codes. MATLAB codes are built to know and 

extract the hidden objects (Potensoft) [3]. MATLAB codes 
that applied as shown in the chart (1). The digital filters 

applied as, Power spectrum (PS), edges detection and 2-D 

modeling. The power spectrum is applied at a different level 

by Gaussian low and high pass filters [4]. The edge detection 

filters are approximated dataset to figure out subsurface 

facts. The edge detection filters are applied to clear shallow 

and deep hidden objects. The edge detection is important to 

extract edges and extend boundaries. These filters are used to 

boundary edges and sharp edges of the hidden objects. 

Hidden objects are estimated via a 2-D modeling algorithm. 

depths and relief of the hidden objects (basement surface) 
across two profiles are defined, as well as depths and shapes 

of hidden objects. 2-D modeling defined hidden object types 

by their magnetic susceptibility [5]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Flow Chart (1): MATLAB codes. 

II. MAGNETIC DATA DESCRIPTION 

The aeromagnetic data field of the study area are available 

through The MPGAP project (cooperation among the 

Egyptian General Petroleum Corporation (EGPC), the 

Egyptian Geological Survey and Mining Authority 

(EGSMA) and Aero-Service Division, Western Geophysical 

Company of America) Aero-service [6]. plans the parallel 

traverse lines measured in N45oE direction, with a spacing 

of 1 km approximately. The tie lines were perpendicular to 

the parallel traverse lines (took N135oE direction) and 

spaced with about 10 km. The average terrain clearance is of 
120 m. The data are three columns the first and second 

columns are x and y directions, the third column represented 

magnetic data collection. MATLAB code is drawn x and y-

direction and contoured magnetic data as shown in Figure 

(1). All categories of data are contoured with the same 

colors. The closed or semi-closed contours are represented as 

hidden objects that labeled with the black number as shown 

in Figure (1). The process data are performed in a Fast 

Fourier Transform (FFT) technique which is required to 

covert the measured data from the time domain to the 

frequency domain (wavenumber domain). The frequency 
wavenumber is defined by several wavelengths per unit 

distance. To obtain wave number (k), ν = 1 / 𝜆 = f / v where: 

wave number k = 2π / 𝜆 = 2πf / v. 
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Fig. 1 RTP locations of the hidden objects. 

 

Frist entry data in MATLAB as an excel file, then convert 

the data as a matrix form. RTP contour algorithm is 

represented in Equation (1) [7]. 

𝐿 ɵ =  
1

[𝑠𝑖𝑛  𝐼 +𝑖𝑐𝑜𝑠  𝐷−ө 𝑐𝑜𝑠  𝐼 ]2                                             (1) 

Where, ө is wavenumber direction, I is magnetic inclination 

and D is magnetic declination. 

 RTP contour result, all the eleven anomalies (H1, H2, .., 

H11) in the resultant reduced to pole (RTP) magnetic figure 

located directly above the sources as well as having high 

magnetic susceptibility. 

III. POWER SPECTRUM AND GAUSSIAN FILTER 

In the present study, the analysis of the power spectrum 

curve and the Gaussian filters techniques are applied on the 

RTP magnetic data to produce the residual hidden objects 

(near-surface) at 600 m and the Regional hidden objects 

(deep-seated) at 1.5 km as shown in Figure (2a). The analysis 

of the power spectrum curve, the separation deep-seated 

hidden objects frequency varies from 0.0 to 0.18 cycles/Km, 
while the separation near-surface hidden objects frequency 

ranges from 0.18 to 0.3 cycles/ Km. These bands of 

frequencies produced by the Gaussian low-pass deep objects 

as shown in figure 2b and Gaussian high-pass produced 

deeper objects as shown in Figure (2c) respectively. Hidden 

objects depth estimated by equation (2) algorithm [8], [9].   

𝑃 𝑘 = 𝐶𝑘𝛽 exp(−2hk)                                                     (2) 

Where β is spectral exponent, h is measured distance of 
observed plane to top of hidden objects, c is constant of 

magnetic intensity of hidden objects and k is wave number = 

1/λ, 𝑒±2𝜋ℎ 𝑢2+ 𝑣2
 , h is depth of hidden objects and u/v 

frequency domain variable. 

Average depth calculated for the deep and shallow hidden 
objects from the power spectrum curve for the whole area 

attained 1.5 km and 0.6 km, respectively. The measured 

magnetic data are containing fractal data and depth as 

inherent in the present power spectrum model. The 

separation plane of the hidden objects is calculated from the 

power spectrum curve as minus selected slope segment 

divide by 4π. The low-pass and high-pass filters used to 

determine the deep and shallow structural features affecting 

on study area [10]. These features help to provide a 

satisfactory picture of the basement configuration and 

determine the structural pattern of the study area. The results 
of the Gaussian low pass filter shown three large groups with 

a large extension of deep objects as shown in figure (2b) with 

attenuated H11 object, as shown in figure (2a) the deeper 

objects 1, 2 &3 are hidden objects H1..…H10. On the other 

hand, increase these extensions with the Gaussian high pass 

filter as shown in figure (2c) with a surface seated 

component. 
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Fig. 2a Power spectrum curve and depth estimation for deep and shallow components of the study area.

Fig. 2b Gaussian low pass filter deep objects. 
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Fig. 2c Gaussian high pass filter shallow objects. 

 

IV. EDGE DETECTION DIGITAL FILTER 

In literature [11], many smoothing digital techniques have 

been adopted for edge detection. Edge detection filter as a 

total horizontal derivative. The said filters used to remove 

the noises from data, as well as delineate hidden objects in 

shallow and deeper subsurface [12]. The edge detection 

filters are accurate filters for showing the hidden objects 

extensions. Edge detection filters as, total horizontal 

derivative (THDR) is introduced in equation (4) [13], [14]. 

THDR = (
𝝏𝑴

𝝏𝒙
)𝟐 + (

𝜹𝑴

𝜹𝒚
)𝟐                                                    (4) 

where: ∂M/∂x and ∂M/∂y are the first horizontal derivative 
of magnetic data in x direction and the second horizontal 

derivative of magnetic data in y direction, respectively.   

THDR is more effected in shallow objects than deeper 

bodies as illustrated in figure (3a), in the two orthogonal 

horizontal derivatives of the magnetic field. Most trends of 

the positive magnetic sources are cleared in the NW-SE 
direction. The shallow objects are shown as tunnel. The 

enhanced total horizontal derivative (ETHDR) is applied in 

this paper. It is applied on the potential field data. ETHDR (it 

is called Etilt) explain how to deduce hidden objects [15], the 

ETilt filter is arctan to the ratio of the vertical derivative to 

the total horizontal derivative of the analytical signal and 

secondly. ETHDR delineates the best accurate edges of all 

bodies better than the filter above, as it produced very sharp 
gradients over the edges of the bodies (objects) in either 

shallow and deeper together as shown in figure (3b). Etilt is 

clear the structural interpretation and accurate location [16], 

[17]. Hidden objects as shown in figure (3b) H1 to H11 and 

near to surface objects. 
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Fig. 3a Magnetic Total horizontal derivative map of the study area. 

 

Fig. 3b Magnetic ETHDR map of the study area.
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V. 2-D MODELING DIGITAL FILTER. 

2-D modeling is used to show the shapes of the hidden 

object's occurrences. The modeling method is strong for the 

detection of hidden objects that appears by magnetic 

susceptibility contrast. 2-D modeling is useful to clear potent 

diversity in magnetic susceptibility, shape, upper surface and 
the appearance of sundry profound features of hidden 

objects. So, the modeling method algorithm shown equation 

(5) [18] - [20]. The RTP figure is shown the location of two 

geomagnetic profiles that are selected for modeling two 

hidden objects expanded on the subsurface. The changes of 

magnetic susceptibility in this manuscript reflect the 

basement relief in the subsurface. 

𝑆 = ∑[𝑊𝑖[𝑇𝑖 −  𝑇0 + 𝑎 𝑥𝑖 −  𝑥0 + 𝑎 𝑥𝑖 −  𝑥0)2 −
         𝑓𝑥𝑖; 𝑥0; 𝑀,𝑄,𝑖,𝑐,𝑑,ℎ,𝑡,𝑋, 𝑌; 𝐿,𝐷,𝑆,𝑃]2           (5) 

where: xi: is the range from the starting of the section of 

scanning line being suit, Ti  is the spotted magnetic objects 

rate, T0 is the sectional  surrounding level at x = 0, a is the 

slope of the sectional  surrounding, b is 2nd derivative of the 

sectional  surrounding, f is the theoretic magnetic objects 

rate, x is direction of position point of the top-level surface of 
objects, Wi is the weight assigned to the observation xi The 

adjustable model parameters are magnetizations (M), ratio of 

remain to magnetizations (Q), remain inclination (i), remain 

declination (c),  dip (d), depth (h), thickness (t), half-width 

(x), and  half-length (y). through magnetic inclination (I), 

magnetic declination (D), beat perpendicular (S), and line 

direction (P) are stable parameters. 

The hidden object extracted types depends on their magnetic 

susceptibility contrast [21]. Two profile shown depth and 

types of hidden objects as shown in figures (4a & 4b). hidden 

objects as shown in figure (4-a) are expended depth from 535 

to 3102m, average object width is 392m and magnetic 
susceptibility recorded 0.002 to 0.009 (emu). hidden objects 

as shown in figure (4b) are expended from 300 to 3425m, 

average object width is 1900m and magnetic susceptibility 

recorded 0.002 to 0.009 (emu) [22]. In these modeling shown 

the hidden objects types based on magnetic. 

 

A. 
B.  

Fig. 4a 2-D modeling of hidden object No. 2. 

C. 
D.  

Fig. 4b 2-D modeling of hidden object No. 9. 
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VI. CONCLUSIONS  

Identification and modeling of hidden objects in dynamic 

systems are enhanced by using digital filters. RTP figure 

shown some high amplitude signatures nearly NE-SW 

trends. The Power Spectrum used to estimate the regional 

and residual components by drawing tangent for Gaussian 

filters, the depth of the shallow objects is calculated at 600 

m, while the depth of the deep object is computed at 1500 

m. The Gaussian filters recognize hidden objects both 

separated components as shown in Gaussian low and high 

pass filter results. The main concluded result is clearly 

disappearing hidden objects in the Gaussian low pass filter 

(deep objects) and appear clearly in the Gaussian high pass 
filter (shallow objects) of the study area. Total horizontal 

derivative and enhanced total horizontal derivative is used to 

boundaries hidden objects in shallow and deep. The 

enhancement total horizontal derivative is more effective in 

sharply objects boundaries. It also used to detect the 

extension of objects. 2-D modeling used to follow up hidden 

objects geomagnetic structure. By focusing on the hidden 

objects, depth, magnetic susceptibility contrast, and 

extension (shape) are fitted by using 2-D modeling. The 

hidden object depths are ranged 300 m to 3500 m and the 

type of the hidden object is ferromagnetic material based on 
estimated magnetic susceptibility 0.005. 
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