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Abstract: Using machine learning in Enterprise Resource and Planning systems, enable the 

organization to store, manage and analyze their data to obtain the right decisions and gain valued 

visions that were previously unimaginable. There are many industries and lines of business that contain 

massive volumes of data such as manufacturing, finance, healthcare…etc. This paper introduces a 

proposed approach for using machine learning in the production module in Enterprise Resource and 

Planning systems. This approach is considered a novel attempt to enable Enterprise Resource and 

Planning systems to perform an automatic or semi-automatic decision in critical issues in 

manufacturing. The proposed approach is adopted for recommending a novel combination of product 

raw materials using machine learning. It reduces the cost, time, and efforts to produce a new product 

design that will help the organization improve its profitability.      

 

Keywords: Machine learning, big data analytics, ERP, Materials discovery, Material design, 

Production Forecasting 
 

 

 

1. Introduction 

 

Machine Learning (ML) uses sophisticated algorithms to teach computers to learn from data. Aimed at 

extracting information and gaining insight from vast databases, it learns from previous computations to 

deliver accurate, reputable decisions and outcomes and has therefore carried out a major role in many 

fields. It manages a massive volume of data which could be structured, semi-structured and unstructured 

data. These massive volumes of data are considered Big Data. Enterprise Resource Planning (ERP) 

systems can be defined as a business management software that used to facilitate the business process 

cycle by integrating all business modules and functions like Human Resource (HR), Purchasing, Sales, 
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Inventory Control (IC), Finance, Production, Customer Relationship Management (CRM), Accounting, 

…etc. into a single system so your business operates as a seamless one. It covers the business needs and 

challenges in an effective, efficient, and productive way [1]. ERP contains big data indicating the 

effective execution of business processes. Using ML in ERP system, enables organizations to store, 

manage and analyze their data to obtain the proper decisions and gain valued visions that were 

previously unimaginable. In the past, mainstream research in this area focused on the implementation of 

critical success factors, ERP upgrades, project management practices, etc. Future research is needed to 

explore the potentials of ERP systems to be linked to current technology like big data and ML to get 

accurate decisions. There are many industries and lines of business that contain massive volumes of 

data such as manufacturing, finance, healthcare…etc. 

 

Referring to [1], effective and forward-looking data source selection according to exact goals is 

essential for the effective use of ML in development. Therefore, we can rely on CRISP-DM which 

stands for Cross Industry Standard Process for Data Mining [2]. Fig.1 illustrates the phases of CRISP-

DM [2] which can be summarized as follows:  

• Business understanding: Understand and define the problem and the project’s objectives 

from the business perspective and derive the data mining objectives. 

• Data understanding: Collect the initial data and get familiar with the present data to identify 

the data’s quality and underlying structure to gain initial insights. 

• Data preparation: Build the final dataset for the modeling step from the initial raw data by 

attribute selection, reduction, pre-processing, and data cleaning. This step might be 

performed several times before the requirements of the modeling step are met. 

• Modeling: Select, compare, and demonstrate modeling techniques on the prepared data set 

and calibrate the needed parameters to optimal values. 

• Evaluation: Evaluate the models with the data mining objectives as well as with the business 

objectives to decide whether the model can be adopted or must be refined. In this step, novel 

ideas, requirements, or objectives can occur. 

• Deployment: Implement the designed model in manufacturing and integrate the knowledge 

created in existing processes and systems. 

  

 
Figure 1: The Phases of the Current CRISP-DM Process Model for Data Mining [2]. 

 

Production in ERP provides manufacturing-specific functionalities that streamline and automate key 

business and production processes. The benefits of using ML in production could be briefly presented 

as follows [3]: 



 A Proposed Approach for Production in ERP Systems Using Support Vector Machine algorithm 

15 

 

• Revolutionizing quality control through recognizing the root issues causing deficiencies and 

determining the possible risk factors for these deficiencies can significantly minimize waste 

and speed up production timelines. 

• Predictively identifying issues, by reducing the existence of defects, may cause an enormous 

effect on the need for repair. 

• Minimizing waste by making better determinations as to when equipment should be 

withdrawn from maintenance production. 

• Increasing efficiency throughout the whole supply chain as ML help manufacturers to: 

o Predict how much and what kind of product they need. 

o Determine when they require it. 

o Know the most effective shipping route to transfer goods to their destination. 

o More accurately predict the potential problems that could slow down the supply chain. 

This paper presents a proposed approach to suggest a combination of raw materials to produce a final 

product using ML techniques. This paper is organized as follows: Section 2 presents the background 

and related work. Section 3 presents the proposed approach and finally, the conclusion and future work 

are reported in section 4. 

 

 

2. Background and Related Work 

 

Repetitive experimental and theoretical characterization studies are often long-term and inefficient as a 

combination of raw materials and structures to generate a new product [4]. There is a relatively 

extended time to detect new material, usually about 10 to 20 years from initial research to first use. The 

authors in [5], divided the traditional methods to discover new materials into seven stages namely as 

follows: discovery, development, optimization, system design, certification, manufacturing, and 

deployment. It is properly recognized to be two traditional approaches widely used in the material 

science fields namely as follows: experimental measurements and computational simulation. 

Experimental measurements typically include microstructure and property analysis, calculation of 

properties, synthetic testing, etc. It often puts very high demands on facilities, the laboratory 

environment, and the researcher's expertise [4,6]. However, the computational simulation is the 

dynamic, process-focused model mounted on a computer that differs from conventional economic 

models to much more abstract concepts and processes [7]. Design materials using computational 

simulation will lead to less cost and time required by ML algorithms to identify patterns and the usage 

of algorithmic knowledge to model the linear or nonlinear relationships between material properties and 

related factors as ML designed to solve a materials science problem. The general paradigm of these 

learning systems can be represented as shown in equation (1).   

 

𝐺𝑜𝑎𝑙 + 𝑠𝑎𝑚𝑝𝑙𝑒 + 𝐴𝑙𝑔𝑜𝑟𝑖𝑡ℎ 𝑚 = 𝑀𝑜𝑑𝑒l           (1) 

 

Here, the goal is the question that has been defined and typically represented as an objective function. 

The sample is a population subset recommended to be analyzed. The Algorithm refers to an ML 

algorithm [8]. The selection of an appropriate ML algorithm affects the prediction accuracy and 

generalization ability. Each algorithm allows its scope of application, and thus, no algorithm is suitable 

for all problems. The commonly used ML algorithms in materials science can be divided into four 

categories namely as follows: probability estimation, regression, clustering, and classification. 
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Precisely, probability estimation algorithms are typically used for new materials discovery, whereas 

regression, clustering, and classification algorithms are used for material property prediction on the 

macro and micro-levels such as Support Vector Machine (SVM), Decision Tree (DT), Artificial Neural 

Network (ANN), and genetic algorithms. The Model can be defined as a description of a system in 

terms of mathematical concepts and refers to the algorithm that has been learned from the sample.  The 

key concept behind ML in new materials exploration is to use a probabilistic model to test various 

structures and component combinations and finally pick the successful material from the candidate 

using Density Functional Theory (DFT) validation. ML typically focuses on empirical rules, which have 

been extracted by algorithms from a large amount of experimental knowledge [4,8].  Fig. 2 illustrates 

the general process of ML in materials discovery. It includes two core parts as below: 

• Learning system: in which data collection, data preprocessing, model training, and testing 

are done. 

• Prediction system: in which the system is prepared to predict new material. 

 

Figure 2: The General Process of Machine Learning in The Discovery of New Materials [4]. 

 

There are some research works in the field of chemical compositions that are likely to form compounds 

or discover new material components. The authors in [9] employed a Bayesian statistical system for 

extracting information from oxides experimental data available in ICSD which stands for the Inorganic 

Crystal Structure Database and predicting new ternary oxides successfully. Bayesian statistical models 

are implemented in the prediction of material components as they demonstrate good performance for 

the post-trust estimation. They have enormous importance due to the collection, mining, and processing 

of prior information. The authors in [10] used the Bayesian statistical system with the help of 

thermodynamic stability to accelerate the discovery process for novel ternary compounds instead of 

only ternary oxides. The computation time decreased by 6 magnitude orders in comparison with one 

calculation for first principles. The authors in [11] used ANN to discover unknown ionic liquids by 

designing new guanidinium salts. However, the authors in [12] used the failed reactions data entirely 

and proved an effective way of predicting reaction results for the crystallization of templated vanadium 

selenite using an SVM-derived DT algorithm trained on reaction results. The authors in [13] proposed a 
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model assessing the likelihood for ionic species to substitute for each other while preserving the crystal 

structure and proved how such a model can be used to predict new compounds and their crystal 

structures. Table 1 presents a comparison between the approaches discussed. The comparison was based 

on two criteria: the ML algorithm used, and the results achieved. 

Table 1: Comparison between Machine Learning Techniques to Discover New Materials. 

Reference ML algorithm Results 

[9] Bayesian 209 new compounds 

[10] Bayesian 4500 new stable materials 

[11] ANN 6 new guanidinium salts 

[12] SVM 89% success rate 

[13] Bayesian substitution rates of 20 common ions 

 

 

3. The Proposed Approach 

 

The proposed approach of suggesting a combination of raw materials to produce a final product using 

ML techniques consists of four phases as below (Fig. 3 illustrates the proposed approach): 

 Data collection phase. 

 Preprocessing phase. 

 Learning phase using the SVM algorithm. 

 Evaluation (cross-validation) phase. 
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Figure 3:The Proposed Approach of Suggesting a Combination of Raw Materials to Produce a Final Product. 

 
3.1 Data collection phase  

 

The first phase is the creation of samples in materials science, obtaining the original data from 

computational simulations and experimental measurements [14]. This phase includes some processes 

such as:  

 Selecting data: data collected from ERP system database. The collected data includes items, Bill 

Of Materials (BOM), routing stages, production process such as production orders and goods 

issue, sales data, purchasing data…etc. 

 Data cleaning and preparation: data should be cleaned due to data incomplete, noisy, and 

inconsistent…etc. 

 Constructing a new dataset: this process gets the output of the data cleaning process and 

constructs a new dataset containing the samples ready for training. 

 

3.2 Pre-Processing phase  
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In this phase, the data collected from the previous phase is analyzed. This phase includes feature 

engineering which is a method for the extraction of features from raw data using data mining techniques 

through domain information. These features can be used to enhance the ML algorithm's performance. 

 

3.3 Learning phase using the Support Vector Machine algorithm  

 

This is the main step in our proposed approach in which learning is done. This phase links the input data 

to output data using a particular set of nonlinear or linear functions. Due to a unit-sensitive flaw in SVM 

[15] as different scaling methods will generate different results; the data will be adapted by the DT 

algorithm. DT does not require any knowledge or parameter setting. The data will be scaled based on 

the outcome that the decision tree will produce, so SVM can be adapted to the new data for training and 

prediction. This step will improve the generalization precision. Fig. 4 illustrates the pseudocode of the 

algorithm used in [15] to adapt the training data using the C4.5 algorithm [16] before using SVM.  

 

 

Figure 4: The Pseudocode of the Algorithm used to Improve the SVM using DT [15]. 

 

The Decision Tree adapts a recursive top-down strategy. In an internal node, compare the attribute 

value, separate sub-sets by selected attribute into samples. As shown in figure (4), by giving the training 

set, the test set, and a user-specified constant μ, the C4.5 will be applied to the training set, generate the 

decision tree. For each dimension in both training set and test set, scale it to [0, 1] if it is not a node of 

outcome or scale it to        𝑙   where 𝑙 is the level of this node, and L is the total levels of the 

decision tree. Then we can use the SVM [17,18] to train the new training set and predict the test set. 

 

 

3.4 Evaluation (Cross-Validation) phase 

 

This is the last phase of our proposed approach. We will use the Hold-out method [19] which is the 

most basic form of cross-validation, the data collected is split into two sets: the train and the test dataset. 

The function approximator fits a function using the training set only. Then the function approximator 

predicts the output values for the data in the testing. The errors were collected to provide the average 

absolute test set error. The Classification Accuracy (CA) is used to evaluate models used in 

classification problems as shown in equation (2). 

𝐶𝐴 = 𝑆/𝑁                  (1) 
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where 𝑆 and 𝑁 refer to the number of samples that are correctly classified and the total number of 

samples, respectively. Three main methods can be used to measure the result performances:  

 Mean Absolute Error (MAE): measures the average magnitude of the errors in a set of 

predictions, without considering their direction. It is the average over the test sample of the 

absolute differences between prediction and actual observation where all individual differences 

have equal weight (see equation 3). 

 Root Mean Squared Error (RMSE): is a quadratic scoring rule that also measures the average 

magnitude of the error. It is the square root of the average of squared differences between 

prediction and actual observation (see equation 4). 

 The Squared Correlation Coefficient (   : It is a measure of the linear correlation 

(dependence) between two variables X and Y, giving a value between +1 and -1 inclusive (see 

equation 5). 

𝑀𝐴  
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4. Conclusions and Future Works 

 

In this paper, we proposed a novel approach for recommending a new combination of product raw 

materials using ML. The proposed approach will reduce the cost, time, and efforts to produce a new 

product design that will help the organization to improve its profitability. 

 

Further research will concern with implementing the proposed approach, applying the proposed 

approach to real case studies such as the food industry, cosmetics, and so on, and finally evaluating and 

enhancing the proposed approach. 
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