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Abstract: The Sentiment Analysis is used for the text analysing, detecting opinion, and classification of the text attitude. It 
becomes quite challenging when it is applied to the Arabic language due to the structural and morphological complexity, known as 
“Arabic Sentiment Analysis (ASA).” For the implementation of ASA, we are using the computing advancement in the form of 
Machine Learning (ML) and Support Vector Machine (SVM) algorithm to train a dataset which is collected automatically through 
ArabiTools and Twitter API. The dataset contents are labelled by both means, automatic and manual, in order to maintain the 
efficiency of the detection of CyberBullying tweets. Use internet technology to bully a person by using aggressive and offensive 
words is known as CyberBullying. The dataset is automatically labelled with respect to the nature of the tweet. If a tweet contains 
one or more CyberBullying words, it is labelled as CyberBullying, while if there is not any word with aggressive meaning found, it 
is marked as the NonCyberBullying. After the data collection, there are several pre-processing techniques utilized, including the 
Normalization, Tokenization, Light Stemmer, ArabicStemmerKhoja, and Term Frequency-Inverse Document Frequency (TF-
IDF)” term weighting schema.” After the preliminary steps, (SVM), a standard “supervised algorithm,” is used with WEKA and 
Python. There are three experiments that take place one with the WEKA tool using the Light Stemmer, the other is again with 
WEKA using ArabicStemmerKhoja, and the final experiment was performed with Python. The results are showing the WEKA is 
more efficient in classifying the text correctly, while Python is more effective with time to build the model. WEKA using the Light 
Stemmer have the efficiency of 85.49% and taken 352.51 seconds, and the WEKA using ArabicStemmerKhoja have the efficiency 
of 85.38% and taken 212.12 seconds, while the Python have the efficiency of 84.03% and taken 142.68 seconds.  
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1 INTRODUCTION 
The Internet has revolutionized the lifestyle; a distance of thousands of kilometers is now just a number; a person can 
remain in-contact with another person with the help of the Internet. Social media has given a great boom to the Internet; 
people can share their opinions regarding any topic on social media like Instagram [1], Twitter [2], Facebook [3], etc. On 
the other hand, there are so many risks involved [4]. According to a strategy consultant, Steve Tobak, the tweet either 
make you famous or fired [5]. We share our opinion on Twitter on a daily basis; it is reachable to everyone. Some people 
agree with our point of view, and some do not. In this regard, we receive a lot of aggressive and offensive comments on 
our tweets even sometimes these comments are not in the context of our opinion; this causes a risk of CyberBullying, 
which means to bully a person by using the Internet and technology [6]. In this regard, we decided to find out the solution 
to this modern problem. Moreover, we found that the use of Machine Learning by using the “simulated annealing” can be 
effective in finding out the CyberBullying tweets by analyzing, polarizing, and classifying text into sentimental classes 
[7]. In addition to this, on Twitter, the users share their opinion most of the time in their local language, so it is another 
challenge to use the technology to find out CyberBullying in any language other than English. In this research, we are 
going to work on the tweets written in the Arabic language [8].  

In order to obtain the solution to detect the CyberBullying in tweets written in the Arabic language, there are several 
experiments made. We are going to apply the Sentiment Analysis (SA) algorithm by using Machine Learning, which has 
the ability to check out the positive and negative words that lead to fulfilling our aim of this research. This technique will 
find out, analyze, and evaluate the opinions, attitudes, emotions, and views of a person to a particular issue or topic, such 
as social events, Saudi championship, and international brands [8]. In addition to this, the use of the SA algorithm 
approach is quite challenging because of the Arabic morphology complexity and diverse dialects of the Arabic language. 
For this experiment, we are utilizing the SA with the Machine Learning techniques with the support of a standard 
classifier known as “Support Vector Machine” (SVM). We are using the “Waikato Environment for Knowledge Analysis” 
WEKA and the Python as a tool for data mining in order to build the models for our experimentation. The dataset was 
obtained from Twitter by using “Application Programming Interface” (API) and ArabiTools.  

A. Our Objectives
• To categorize Arabic tweets into CyberBullying and Non-CyberBullying.
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• To create the automatic dataset, mark the tweets manually and automatically, and keep the corpus public
available in order to aid the research community.

• To create different “Arabic Dialects Stop Words” and “Modern Standard Arabic” (MSA) list from our gathered
dataset.

• To create a list of “Arabic CyberBullying” words from our gathered dataset.
• To apply a standard Machine Learning classifier (SVM) on our dataset.
• To create our model by the use of Python and WEKA, and comparison of the obtained results.

B. Motivation
It is noticed when a person writes a tweet, and he/she receive random sarcasm and bullying comments with
respect to the tweet, profile picture, or any comment, sometimes this bullying is even not related to the writer’s
opinion. In addition, when someone posts his/her state in its opinion, it spread out all over the world through the
platform of Twitter than the tweet, and the sarcasm comments have a subsequent effect on our society; this type
of bullying is termed as CyberBullying. This is our motivation to develop a method through with we can prevent
the tweets from the acts of CyberBullying by applying the approach of SA. Furthermore, it is observed that there
is very little research on the Arabic Language with respect to CyberBullying, so this also motivates us to work
with Arabic Tweets.

C. Research Scope
• This research is only focused on the “Arabic Language” tweets. We focused only on Arabic language tweets.
• Our dataset is obtained by random collection and by using the query-oriented method.
• This approach is mainly focused on classification accuracy instead of classification speed because the detection

of CyberBullying tweets is an essential factor.

D. Research Questions
• Q1: What are the challenges and how to resolve them for the processing of the Arabic language?
• Q2: Different preprocessing steps can affect the classification accuracy of the model?
• Q3: Which data mining tool provides better results?
• Q4: Which data mining tools are more efficient with time for model classification?

E. Research Significance
This research work gave an awareness regarding the social medial CyberBullying and tried to detect the CyberBullying 
on Twitter. For the government and organization, it is quite essential to detect the CyberBullying. So, our designed 
models to detect from tweets can be useful for the systems working for CyberBullying. Our models can also be useful for 
the organization related to adult affairs and children like education, sports organization.  

F. Research Organization
The rest of the research is organized as follows: 
• Background Section: All the essential theories related to the topic are discussed.
• Literature Review: Previously done research are discussed.
• Methodology: All the proposed methods that are used for this research are explained.
• Result Section: All the proposed experiments are applied by using the WEKA and Python tools with the SVM

classifier, and the results are shown in the tables and graphs.
• Discussion Section: Discuss all the experiments performed by WEKA and Python in this research and their

results.
• Conclusion Section: Conclusive Summary of the whole research work.

2 BACKGROUND
This research is mainly based on “Natural Language Processing” (NLP), which analyzes the written text to make it 
possible for computers to understand the human language [9]. It has several applications; one of them is Text 
Classification (TC), used in this research. TC has the ability to perform the classification of texts in single or multiple 
predefined categories; it is also termed as Text Categorization or Text Tagging [10]. There is a type of TC known as 
Sentiment Analysis (SA), which uses the concepts of computer sciences to extract the sentiment from the text. In this 
research, we are going to use the SA by using the Machine Learning approach [11]. However, Machine Learning (ML) is 
a process to learn machine regarding a particular topic; there are two kinds of ML one supervised, and the other is 
unsupervised. In the supervised ML, the data is learned by using labels that indicate the class of each sample of data; 
further, the classification of new data is based on the training set of data. On the other hand, unsupervised ML is a way in 
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which there are unknown class labels of training data [12]. There is a learning algorithm, “Support Vector Machine” 
SVM, used for the classification tasks with SA and TC. It transforms the given data into a “higher-dimensional feature 
space” and finds out an optimal hyperplane, which will separate the given dataset in such a way that the variable of one 
category lies on one side of hyperplane and the other variables lies on the other side of hyperplane [13]. 

The Arabic language is the fifth most spoken language all around the world; it is the first language of 422 million people 
and 250 million people as the second language [14]. The Arabic language has its own importance due to graphical and 
religious reasons. There are three different kinds of the Arabic language, one is Classic Arabic in which the Holy Quran 
is written, the second is “Modern Standard Arabic” (MSA), which used in the books, media, education, etc., and 
Colloquial Arabic spoken in Lebanon, Syria, Algeria, Iraq, etc. [15]. This research is related to Arabic language use on 
Twitter, so there are about five million Arabic users, and the “Kingdom of Saudi Arabia” (KSA) has 2.4 million active 
Twitter users, which is about 40% of the total Arabic active users [16]. There are several challenges with the Arabic 
language; one of the most challenging is the complex morphology of Arabic; it makes the normalization, tokenization, 
and stemming very difficult. The structure of Arabic words is quite complex, in which the steam combines with the 
clitics (it includes the conjunctions, preposition, etc.) and affixes (has inflectional markers for tens like a number and/or 
gender). There is another challenge; the Arabic words are derived from root words, so the extract of root words from a 
conventional word is quite a difficult task. The Arabic language uses short vowels known as diacritics, that are used as 
the pronunciation extractor, and the exact meaning. The Arabic writing on Twitter should be without these diacritics; in 
addition, there are several dialects with no writing standards. Arabic has a wide range of synonyms; during the 
classification, it is quite difficult to classify a particular word by using the exact keyword. As a result, it degrades the 
performance of the system, in addition to the previously mentioned challenges, the “linguistic code-switching” between 
the MSA and other dialects. Furthermore, there are not enough tools available for Arabic morphology analysis and 
contents. Along with all of these challenges, there is a research gap with the Sentimental Analysis of the Arabic 
Language. Twitter is a “Micro-Blogging Social Media Network” where the users can share their opinions instantaneously 
in public. The users can follow sports clubs, influencers, fashion brands, etc. There are a lot of opinions on Twitter 
because the users share before and after their life-events [2]. Due to the high social activities on Twitter, there are a lot of 
changes in CyberBullying. According to the “Saudi Ministry of Communication and Information Technology,” it is 
worse than traditional bullying because, in this condition, the bully is an anonymous person [17]. The data extraction 
from Twitter can be performed by using Twitter API, provide the interactions among web services and computer 
programs. 

3 LITERATURE REVIEW 
In the recent past, the application of SA is made on the classification of text with the English language [18]–[23]. 
However, there is a research gap in the application of SA for the Arabic language; we have very rare research such as 
[24]–[27]. In the use of SA, the researchers worked on the movie review, forums, news articles, and data of social media 
[28]. In the early stage of SA, there was work on the basis of text mining, but it revolved rapidly, and now it can be 
useful for complex feature and symbol recognition. In the past, this technique can only classify two sentiments, negative 
and positive, but it does not quite able to classify multiple sentiments like sad, happy, angry, etc. In order to work with 
the human language, the SA was not sufficient in the past. Because human writing can have different meanings with the 
same sentence, in this scenario, only positive and negative sentiments distinguish is not sufficient. In order to overcome 
this problem, the SA is developed by using the Machine Learning, where it can detect the polarity of the sentiment and 
label it [29]. The ML is used with several algorithms, including SVM, K-nearest neighbor (KNN) [28], Naïve Bayes 
(NB), and Decision Tree (DT). “Arabic Sentiment Analysis” (ASA) is conducted by using the MSA and other Arabic 
dialects like Egyptian [24].  As far as the concern about the TC, it is based on the steps, including data collection, 
preprocessing, selection of features, data classification, and the evaluation of data. The data can be collected from web 
pages, while the process of data preprocessing has further sub-processes like data cleaning, data normalization, removal 
of stop word, stemmer, and tokenization. According to a study, the selection of features can enhance the performance of 
classifiers [28]. 

Osaimi et al. [31] studied the sentimental analysis for the Arabic language and introduced an automatic method that can 
predict the sentiments of Arabic tweets along with emotion icons. This predicted process is based on several sub-
processes, including the collection of tweets, preprocessing, and the model building using the KNN, NB, and RapidMiner 
tools. This proposed approach remains unable to provide great accuracy; the results showed if the KNN classifier used 
the accuracy found about 59.04%, and if it uses NB as a classifier, then the accuracy was 63.79%[30]. While Nalini et al. 
worked on the detection of CyberBullying and developed a method that can identify the active victims and bullies, they 
used “Term Frequency-Inverse Document Frequency” (TF-IDF). They compared their proposed method with the 
baseline methods of TF-IDF and semantic [31]. In addition to this, Bouchlaghem et al. [27] developed an approach based 
on the semantic analysis in order to translate the Arabic tweet orientation that is used for terroristic acts. They have 
developed a data representation method by using the N-gram features, “sentence-level features,” linguistic features, 
syntactic features, and “tweets specific features. Generally, there is a problem with duplicate tweets while collecting data, 
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but these researchers solve this problem by the application of similarity measurement. The results of their research are 
showing that the SVM is the best performing classifier as compared to the Random Forest, NB, KNN, and DT. On the 
other hand, Magdy et al. [32] introduced a tool for the multilingual classification of tweets. It performs the automatic 
label's collection for the “training dataset,” so it can be used for the classification. This tool has the ability to classify the 
tweets written in five different languages. They collected the Twitter data by using the Twitter API, they used the SVM 
classifier, and their results are showing an accuracy of 84% . Another group of researchers, Nandakumar et al. [33]., have 
applied the “binary classification” for the purpose of CyberBullying detection in the tweets by using the NB algorithm. 
They collected the data using Twitter API; after this, they removed the noise from the collected data, applied the NB 
classifier, and select the feature. After all these efforts, the list of “bullied tweets” is obtained. Further on, Abdelaal et al. 
[34] worked on the classification of Arabic tweets into predefined categories, including general, culture, technology,
sports, and politics. They also tried to improve the accuracy of ensemble classification methods. There were three sub-
processes in their proposed process, collection, preprocessing, and classification of tweets. Their result is showing that
the ensemble methods are quite better as compared to the individual classifier in order to enhance the classification
accuracy. The accuracy of SVM was increased by 2.2%, the accuracy of NB was improved by 1.6%, and the accuracy of
DT was improved by 3.2%.

Lexicon approaches and sentiment analysis are suggested by AlHarbi et al. [35] to use for automatic cyberbullying 
detection. Java programming language has been used in this experimental work and the dataset has been done in a study. 
Datasets were taken from YouTube, Microsoft-Flow, and Twitter API comments. After that, they were collected into one 
file, which had nearly 100,327 comments and tweets. The data was arranged to bullying and non-bullying after the data 
preprocessing and cleaning step. The data was arranged by three individuals and employ an odd number of individuals to 
be the last division after the main opinion. When the data was configured and completed for lexicon generation usage, 
Authors employed Entropy, Chi-square, and PMI. As a result, the PMI approach provides the most efficient performance 
in identifying cyberbullying when compared with Entropy and Chi-square approaches. L. Cheng et al. [36] suggested PI-
Bully, which is a principled personalized cyberbullying detection framework, which approach these interdisciplinary 
findings to alter and better the cyberbullying behavior prediction. Existing detecting cyber harassment models have 
concentrated on creating specific classification methods for all people trying to recognize bullying content from normal 
one. On the other hand, these methods skip special characteristics, which are used in the user-generated content. 
Empirical psychology research shows the role of individual differences, which are seen in users’ specific personality 
motives, attitudes, traits, etc. and affect like-minded users as online bullying predictors. A. Bellmorea et al.[37], authors 
constructed a frequency vector for every tweet and tested a text classifier to provide an answer to main questions about 
online bullying (“What, Who, Why, When, and Where”) with the help of a dictionary that contains words in a Twitter 
corpus. As the social networking systems prevalence keeps rising, network-based features such as relational centrality, 
network embeddedness, and the number of friends, are employed to identify the behaviors of cyberbullying. Furthermore, 
cyber harassment has been researched on other social media platforms, including Instagram by H. L. Haoti Zhong et al. 
[38] focusing on the cyberbullying detection in image sharing networks, paying attention to the early warning mechanism
development for detecting pictures with high vulnerability to attacks. When it comes to image-sharing, authors
concentrated on features of the captions and photos themselves, concluding that captions can serve as a huge predictor of
future cyber harassment for a given picture. This project is an important step toward creating software tools that will help
to monitor cyberbullying on social media platforms. Table 1 shows comparison of our work and some of the related
works discussed earlier.

TABLE 1  
COMPARISON BETWEEN SOME OF RELATED WORKS AND OUR WORK 

Paper Dataset Classifier Accuracy 
[35] YouTube, Microsoft-

Flow, and Twitter API 
comment 

Entropy, 
Chi-
square, and 
PMI 

PMI=81% 
Entropy=39.14% 
Chi-Square=62.11% 

[36] Twitter KNN 84% 
[37] Twitter SVM 86% 
[38] Instagram SVM 93.2% 
Our 
Work 

Twitter SVM WEKA using the Light Stemmer have the efficiency of 85.49% 
WEKA using ArabicStemmerKhoja have the efficiency of 
85.38% 
Python have the efficiency of 84.03%   
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4 METHODOLOGY 

A. Overview and Structure of Methodology
The methodology of this experimentation is based on four steps, in the first step the data is collected by using ArabiTools 
and Twitter API and annotated by using the python. In the second, the collected and annotated data pre-processed before 
the classification from the noise. In the third step, the data is classified by using SVM, while in the final step the 
performance of model evaluated. 

1) Data Collection and Annotation
The data was collected by using the ArabiTools and Twitter API via two different methods, one is a random selection, 
where the words searched randomly, and the other is query-oriented, where the words are searched by using specific 
keywords, the words that mostly used to do Arabic CyberBullying such as Racist,  عنصري. The dataset was obtained from 
the tweets written in MSA. There was total 17748 Arabic tweets collected, where CyberBullying tweets were 14178 
while the Non-CyberBullying tweets were 3570, our dataset called AraBully-Tweets. Firstly, the dataset was stored in 
the “Comma Separated Value” (CSV), then it was converted to the “Attribute-Relation File Format” (ARFF) by using the 
WEKA. A sample of data in the ARFF is shown in Figure 1.  

Figure 2 ARFF Format Dataset Sample 

After this, a list of “Arabic CyberBullying Words” is obtained from the two lexicons, the first one was SauDiSenti [39], 
and the Second was [40]. In addition to this, those words have an aggressive context are labeled as CyberBullying words. 
In our dataset, these words are gathered and counted by using the Python codes. These words include the bully and 
aggressive expressions, phrases, nouns, and adjectives. This obtained list of CyberBullying words is used to annotate the 
given dataset. Table 2 has some AraBully-words with their English meaning.  

TABLE 2  
SAMPLE OF ARABIC BULLYING WORDS 

“Words” “English Translation” 
 ”Stupid“ ”غبي“

"  أحمق " “Foolish” 
" متنمر " “Bully” 

The annotation process (as shown in figure 2) is used with the aid of Python to annotate the dataset for AraBully-Words. 
The Python code compares every tweet with the list of Ara-Bully-Words; if the tweet has one or more Ara-Bully Words, 

Methodology

First Step

Data Collection

Annotation

Second Step

Data Pre-
Processing

Third Step

Data 
Classification

Fourth Step

Model 
Evaluation

Figure 1 Structure of Methodology 
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the tweet will be labeled as the CyberBullying; otherwise, it will be marked as the Non-CyberBullying. If a tweet 
contains a good word and a negative bullying word, the system will make the tweet as CyberBullying. After the Python-
based automatic annotation, we applied a manual annotation process to check out the efficiency of Python-based 
Automatic Annotation. Three Arabic native speakers performed this manual annotation to check the automatic annotation. 

Figure 3 Process of Annotation 

2) Data Preprocessing
Before the classification, the tweets should be cleaned and preprocesses from noise. In the noise, there are two features; 
one is the internal features, including the content, while the other is external features, which includes URL, hashtags, 
tweet size, etc. First, the dataset is cleaned by removing the items that cause noise in the dataset, a process known as Data 
Cleaning. The removing components are non-Arabic Letters, user mentions (@user), single Arabic characters, numbers 
special characters (%, &, +, /, %), duplicate tweets, re-tweets, and pictures of the tweets. This process is done by using 
the tools Microsoft ® Excel and Almoshatheb Alarabi [41]. After the Data Cleaning, the next step is Data Normalization 
where all different forms of Arabic words convert into a consistent shape like the  ي converted to  ی and the  آ converted to 
 Furthermore, punctuation, diacritics, and the lengthening of the Arabic writing (Tatweel) are removed, as shown in .ا
Table 3.  

TABLE 3  
SAMPLE OF LENGTHENING REMOVING 

Without Tatweel With Tatweel 
 العــــــــــــــــــــــربـــیـــة  العربیة

There are several words in the writing that has no meaning, and they provide no information to the writing, known as 
Stop Words. These words are the prepositions, pronouns, conjunctions, etc. that are frequently utilized in sentences. 
These words are removed in this process; it will provide dimension reduction for the classification process. There are 
some stop words showed in table 4, with the MSA and Arabic Dialects.  

TABLE 4  
SAMPLES OF STOP WORDS 

Arabic Dialects 
StopWords Examples 

MSA StopWords 
Examples 

 متى عشان 
 لاسیما كذا 
 حیثما اللى 

Arabic is a highly derivative language; hundreds of words can be developed by using one root and adding the affixes. So, 
here is a step that is known as Stemming, where the affixes are removed and keep the word in root or stem forms. Such 
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as the words like مکتبہ ,کتاب ,کاتب convert to the base root کتب. There are further two major approaches in the Stemming; 
one is Root-Based Stemmer where the word is reduced to its base root, it is also known as Khoja Stemmer and 
implement on the WEKA while the other is light stemming where the affixes (prefixes and suffixes) removed, this type 
of stemming is generally used in AraNLP. We have used both Light Stemming and ArabicStemmerKhoja. After this, the 
next step is Tokenization, where the unstructured text converts to the discrete token sequence by using the white spaces 
and punctuation marks. We have used single word tokenization; the output of this process will be used in the 
classification process. The sample of single word tokenization is shown in table 5.  

TABLE 5  
SAMPLE OF SINGLE WORD TOKENIZATION 

Tweet Tokenization 
"  ما في احد شكلھ غبي الا یاسر واتباعھ "  " <'ما', 'في', 'احد', 

 'شكلھ', 'غبي', 'الا', 'یاسر', 'واتباعھ '>"

In order to apply the machine learning algorithms, the text should represent in the numerical form of a vector. There is 
another step known as Term Weighting. The vector length is equivalent to all “unique word’s length” (t). Each “term (t) in 
a document (j) is given a real-valued weight, W(tj). The documents are expressed as t-dimensional” vectors: 

𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑡𝑡𝑗𝑗 = (𝑤𝑤1𝑗𝑗 ,𝑤𝑤2𝑗𝑗 , … ,𝑤𝑤𝑡𝑡𝑗𝑗) 

For the better performance of TC, it is quite necessary to select the most appropriate “term weighting scheme.” There are 
some “term weightings schemes” including “the Boolean model,” “Term Frequency” (TF), “Inverse Document 
Frequency” (IDF), and TF-IDF. In this ongoing research, the (TF-IDF) “term weighting scheme” is utilized, it can be 
calculated by using the following formula. 

𝑊𝑊𝑖𝑖𝑗𝑗 = 𝑇𝑇𝐹𝐹𝑖𝑖𝑗𝑗  𝑥𝑥 𝐼𝐼𝐼𝐼𝐹𝐹𝑖𝑖 = 𝑇𝑇𝐹𝐹𝑖𝑖𝑗𝑗  𝑥𝑥 log2 �
𝑁𝑁
𝐼𝐼𝐹𝐹𝑖𝑖

� 

3) Data Classification
We have used the “supervised learning algorithms” (SVM). The Sentiment Analysis is performed by using the Machine 
Learning techniques. The Machine Learning algorithms are used to learn and build the “classifier model” by providing 
the training to dataset regarding the sentimental labeling on tweets as “CyberBullying and NonCyberBullying.” This 
classifier analyzes the tweets and predicts the sentimental label for the tweets. We have performed three experiments by 
using the WEKA and Python using different preprocessing but there are some common preprocessing parts in the Python 
and WEKA including, normalization, data cleaning, removal of stop words, “term weighting schema” and tokenization. 
There are two Arabic stemmers used in WEKA, one is Light stemmer and the other is ArabicStemmerKhoja; while there 
is not any type of Stemmer used with the Python. 

TABLE 6 
EVALUATION MEASURES 

Evaluation 
Matrices 

Definition 

A 
“The number of instances or tweets that are 

correctly classified.” 

P 
“The number of correctly classified positive 

tweets divided by the number of tweets labeled as 
positive by the system.” 

R 
“The number of correctly classified positive 

tweets divided by the number of positive 
tweets in the dataset.” 

F “It is the harmonic mean of P and R.” 

4) Model Evaluation
There is a way to measure the model performance of a test data based on the mixed number of incorrect and correct 
predictions, known as the Confusion Matrix. In the confusion matrix, two categories are made for the classification, 
namely Predicted Class and Actual Class, as shown in Table 6. Conclusively, this confusion matrix is used as the 
Evaluation Model for our research; in order to get the outcome of performance measures, there are several evaluation 
measures used like A, P, R, and F, as shown in Table 7. In the “matrix, the TP shows the number of those tweets that are 
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assigned correctly to the belong category while the FN shows the number of not correctly assigned. In addition, the FP 
shows the number of those tweets that are assigned incorrectly to the given category, and TN shows the number of not 
correctly” assigned. 

TABLE 7  
"CONFUSION MATRIX FOR TWO-CLASS CLASSIFICATION PROBLEM" 

“Actual Class / 
Predicted Class” 

C1 -C1

C1 “True Positive (TP)” “False Negative (FN)” 

-C1 “False Positive (FP)” “True Negative (TN)” 

5 RESULTS 
As earlier mentioned, the WEKA and Python are used for this experimentation; in the WEKA we used with Light 
Stemming and ArabicStemmerKhoja, SVM is used as the classifier in both of them. The encoding of “RunWeka.ini” was 
changed from the “Cp1252” to the “UTF-8” in order to make the Arabic characters visible in WEKA Explore. To handle 
the large size of data, the heap size is increased in “RunWeka.ini.” First of all, the experiment is performed by using the 
WEKA with Light Stemmer and found there are 1525.63 tweets are correctly classified out of 17748, about 85.49%, 
while the P factor is 0.866, R is 0.859, and the F is 0.862, as shown in Table 8. The Threshold Curve is also generated by 
using the values of P (x-axis) and R (y-axis) factors to visualize the results, shown in figure 3. The time required to build 
this classification model is 352.51 seconds. 

TABLE 8 
RESULTS OF CLASSIFICATION BY USING WEKA WITH LIGHT STEMMER 

Total Tweets A P R F 

17748 15252.6312 0.866 0.859 0.862 

Figure 3 Threshold Curve for Classification by using WEKA with Light Stemmer. 

The experiment is again performed by using the WEKA but this time with ArabicStemmerKhoja and found there is 
15154 number of correctly classified tweets out of 17748, about 85.3843%. The value of P is 0.851, R is 0.854, and the F 
is 0.852. This result is shown in Table 9, and graphically represented with the help of Threshold Curve between P (x-
axis) and R (y-axis) in figure 4. The time required to build this classification model is 212.12 seconds. 
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TABLE 9  
RESULTS OF CLASSIFICATION BY USING WEKA WITH ARABICSTEMMERKHOJA 

Total Tweets A P R F 
17741 15154 0.851 0.854 0.852 

Figure 4 Threshold Curve for Classification by using WEKA with ArabicStemmerKhoja. 

For the third turn, the experiment is performed with the Python supported with the SVM classifier and found that there 
are 14908.32 tweets corrects classified out of 17748 tweets, about 84.03%. The R is found about 0.84, P is 0.83, and the 
F is 0.835, as shown in table 10. The time required to build this classification model is 142.68 seconds. 

TABLE 10  
RESULTS OF CLASSIFICATION BY USING PYTHON 

Total Tweets A P R F 
17741 14908.32 0.83 0.84 0.835 

6 DISCUSSION 
In this research, we tried to detect the CyberBullying in tweets written in Arabic by using SA and ML. There are several 
challenges found with the Arabic languages, such as the morphology of the Arabic language is quite difficult, and it has a 
very complex structure due to the clitics and affixes. The Arabic words are based on the root words, so it is also very 
difficult to obtain the root word by removing the affixes and clitics. There are a lot of diacritics used for pronunciation. In 
Arabic, we have a lot of synonyms, which make the processing difficult, and the most important challenge with the SA of 
the Arabic language was the research gap. On the application of the detection model, we have made an annotation 
method where the tweet was checked by the automatic tools than it checked by the native Arabic humans for the testing 
purpose; the testing showed a great result with our approach. For the experimentation of this research, we have applied 
the WEKA and Python as data mining tools with the SVM classifier. For the WEKA, we have used two stemmers, one is 
Light Stemmer, and the other is ArabicStemmerKhoja. While we were using the python tool, we applied the 
normalization, stop word removal, tokenization; we used the “IF-IDF term weighting schema” and divided the main 
dataset into the testing dataset and the training dataset. While we were using the WEKA, we used the same method as we 
used in Python. In comparison, we found that the WEKA tool is better than the Python, the results showing that the 
WEKA correctly classified 15252.6312 (85.49%) tweets when used with Light Stemmer and correctly classified 15154 
(85.3843%) tweets when used with the ArabicStemmerKhoja while Python correctly classified only 14908.32 tweets 
(84.03%). On the other hand, the Python tool is performed well with respect to the time for the building of classification 
models, it required only the time of 142.68 seconds, while the WEKA with Light Stemmer required 352.51 seconds and 
WEKA with ArabicStemmerKhoja required 212.12 seconds.  

7 CONCLUSION 
In this research, we have collected the data from Twitter by using tools like AraBully words. After the data collection, 
the preprocessing phase was performed where the data cleaning was done by using Microsoft® Excel and 
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Almoshatheb_Alarabi. After the cleaning, the normalizing method is applied to different words from a uniform version. 
It also removes the punctuations, diacritics, and removes the lengthening. After this tokenization is applied on the basis 
of white spaces, it is followed by the process of stop word removal from our dataset. Two data mining tools were utilized, 
WEKA and Python; for the WEKA, there are two stemmers used, one was Light Stemmer, and the other was 
ArabicStemmerKhoja. After the preprocessing, we worked on the classification step, where we used the SVM classifier 
tool, WEKA, and Python. There are different preprocessing steps for WEKA and Classifications, but they have some 
common too; the data cleaning, stop word removal, normalization, tokenization, and “(TF-IDF) term weighting schema” 
are the common preprocessing steps. The research is showing that the WEKA is better in classification the tweets 
correctly compared to Python; there is a slight difference in accuracy when using Light Stemmer and 
ArabicStemmerKhoja. But it is also observed that Python needs less time to build the classification model while the 
WEKA needs more time.  
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 ملخص
"تحلیل المشاعر العربیة ( " صعبًا للغایة ASAتحلیل المشاعر یتم استخدامة لتحلیل النص ، واكتشاف الرأي ، وتصنیف النص.   (

الآ التعلم  شكل  في  التكنولوجي  التقدم  نستخدم   ، العربیة  باللغة  المشاعر  تحلیل  أجل  من  العربیة.  للغة  اللغوي  التعقید  لي بسبب 
)ML  وخوارزمیات مختلفة لتدریب النظام علي مجموعة من البیانات التي تم جمعھا من خلال (ArabiTools  ,   واجھة البرمجة

تویتر  بتطبیق  اكتشاف   Twitter APIالخاصة  في  نظام  كفئ  للحصول علي  تلقائیة ویدویة ،  بوسائل ،  البیانات  یتم تصنیف    .
 الإلكتروني. تغریدات التنمر 

ومھینة  عدوانیة  باستخدام كلمات  التنمر لإلكتروني  وفقًا   یعُرف  تلقائیًا  البیانات  تصنیف  یتم   . الاجتماعي   التواصل  وسائل  عبر 
"تنمر عبر  لطبیعة التغریدة و محتواھا فإذا كانت التغریدة تحتوي على كلمة أو أكثر من كلمات التنمر ، فسیتم تصنیفھا على أنھا 

فیتم ت یتم العثور على أي كلمة ذات معنى عدواني ،  بینما إذا لم   ، " ". بعد الإنترنت "لیست تنمر عبر الإنترنت صنیفھا على أنھا 
النص   تطبیع  ذلك  في  بما   ، للنص  المسبقة  المعالجة  تقنیات  من  العدید  ھناك   ، البیانات  و    (Normalization)جمع 

فعل، صفة)   و  ( Tokenization)الترمیز (اسم،  لھا  المكونة  أقسامھا  إلى  المفردات  اداه     Light Stemmerتصنیف  -TFو 
IDF  .  خوارزمیة ھي   النظام  في  استخداھا  تم  التي  مع    SVMالخوارزمیات   ،WEKA   ثلاث ھناك  بایثون.  البرمجة  لغة  و  

باستخدام   إجراؤھا  تم  باستخدام    Light Stemmerمع    WEKAتجارب  والأخرى   ،WEKA   مع
مع     ArabicStemmerKhojaاداه بایثون  اخیرا   ،SVM  أن النتائج  اظھرت   .WEKA   بشكل النص  تصنیف  في  أكثر كفاءة 

 صحیح ، في حین أن بایثون أكثر فاعلیة مع مرور الوقت لبناء النظام. 

 الكلمات المفتاحیة
 التنمر الإلكتروني ، تصنیف النص ، النص العربي ، التعلم الآلي ، تحلیل المشاعر ، آلة المتجھات الداعمة. 
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