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ABSTRACT:  
The significant rise in the complexity and scope of construction projects led by the 
introduction of highly advanced building systems characterizes the current construction 
industry. This entails a significant increase in coordination and planning and an overall 
change in the management culture of all project participants. On the other hand, project 
stakeholders are faced with an increasing demand from project owners to implement fast-
track programmes to achieve an early return on investment.  
Consequently, claims and disputes throughout the majority of project delivery systems have 
surged, influenced by the project parties' inability to effectively manage the claims process. 
The aim of this paper is to introduce a new methodology for the automatic text classification 
of project delay claims documents to enhance efficiency in the management of delay claim 
process. The proposed model utilizes activity and Work Breakdown Structure keywords of a 
given delay event activity path for the training of the proposed model, which is then utilized 
to predict unlabeled project documents. The proposed model has been implemented on a 
series of delay claims events in a mega project, the implementation yielded promising results 
in the performance evaluation measures (precision, recall, and F1-Score) compared to similar 
text classification models. 
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INTRODUCTION 
Disputes are arising between the Claimant and the Defendant after the failure to reach an 
amicable settlement over unsettled claims. Recent studies revealed that the construction 
disputes reported between 2012 and 2014 are taking a longer duration to resolve than previous 
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years and are ranging between 10-12 months (ARCADIS 2013; ARCADIS 2014). This 
prolonged duration is inter alia caused by the increased complexity of the current projects 
requiring review and assessment of the significant amount of related documents.   
From the different categories of construction claims, delay and disruption claims are among 
the most complex to substantiate, requiring a well-established record-keeping process in order 
to substantiate the Claimant's rights to claim. In delay claims, the Claimant is required to 
demonstrate the nexus between the damages and the delay's event(s). Consequently,  
 
Claimants may experience substantial losses due to failure to substantiate their claims through 
the provision of sufficient evidence in a timely manner. (Braimah 2013; Carnell 2005) 
The challenges encountered during the delay claims process are attributed to the ability to 
substantiate and provide merit for the Claim. This crucial step constitutes one of the most 
exhaustive and time consuming tasks in substantiation of delay related claims, which requires 
the Claimant to correlate different types of project documents (such as Material Submittals 
(MS), Requests for Information (RFI), and Daily Site Records (DSR), etc.) for a specific 
delay event (Pickavance 2005). 
In the last decade, and with the availability and low data storage costs, an average size project 
produces a vast amount of project documents of different types and formats. Hence, the ability 
to extract relevant information becomes a challenge. However, with the introduction of text 
mining techniques, it became possible to extract relevant information (Soibelman and Kim 
2002). 
This paper introduces a new approach in the application of text mining in construction delay 
claims. In the proposed approach, the information extracted from the project time schedules is 
used to train and classify project related documents related to a specified delay claim. The 
paper provides a brief description to the delay analysis methodologies used to apportion delay 
events then provides an overview of data/text mining and its importance in addressing today's 
vast amount of data. The paper then details the proposed methodology and its advantages over 
the existing approaches in training the models using supervised learning, and lastly, 
introduces a real-life example of the proposed methodology.     
 
Background 
Delay claims constitute a large portion of the construction claims and are considered the most 
common and complex form of construction disputes (Carnell 2005).   Establishing delay 
claims mainly consists of three major components: (1) Establishing the factual information 
and evidence that substantiate the Claimant‟s entitlement of additional time (standalone 
assessment); (2) Contractual evidence that support the Claimant‟s entitlement for additional 
time; and (3) apportionment of delay claim (delay analysis) (Fawzy and El-adaway 2013). 
The four primary delay analysis methodologies are (1) As-Planned vs. As-Built; (2) Impacted 
As Planned; (3) Collapsed As Built; and (4) Time Impact Analysis (Caletka 2008); Lowsley 
and Linnett 2006). There are two major industry guidelines that are widely used as the 
reference for delay analysis methodologies; namely, the Society of Construction Law Delay 
and Disruption Protocol (SCL Protocol) and the Association for the Advancement of Cost 
Engineering International (AACEI) in the form of its 'Recommended Practice No. 29R-03 
Forensic Schedule Analysis (RP-FSA)' (AACEI Commitee 2011).  
In construction projects, the cost impact associated with establishing entitlement to delay and 
disruption claims is unanticipated during the tender phase and often results in a financial 
burden on the Claimant (Caletka 2008). One of the major challenges of establishing 
entitlement in delay claims lies in the Claimant‟s efficiency in extracting relevant project 
records in a timely and accurate manner. It can be observed from the ruling of numerous 
Court cases that the Claimants‟ failure to substantiate their claims was mainly attributed to 
their inability to provide contemporaneous records and evidence referring to court case 
(Wharf Properties Ltd v Eric Cumine Associates, 1991, The Foundation Co of Canada Ltd v 
United Grain Growers Ltd, 1995 and Fru-Con Construction Corporation v The United States 
1999).  
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Even with well-documented projects supported by modern Document Management Systems 
(DMS); the challenge remained in adapting those documents to produce a credible conclusion 
within a fixed period of time and limited budget. It is established that the costs of 
retrospectively proving a Claimant‟s entitlement could be very expensive depending on the 
credibility of the gathered data (Pickavance 2005). Vital evidence required to substantiate a 
claim may take prolonged periods of time to recognize and retrieve (Vidogah and Ndekugri 
1998). Consequently, claim experts estimate that 90% of arbitrator‟s time is consumed in 
establishing facts of a claim and if those facts are not demonstrated unambiguously the claim 
is anticipated to fail (Pickavance 2005).  
Consequently, researchers and industry professionals recognized the need to establish an 
efficient and accurate methodology to address those impediments resulting in significant 
financial losses to organizations. This methodology should be able to accurately extract 
project records that are relevant to a specified delay event pertaining to a series of activities. 
Text Mining has the potential to achieve this objective as outlined in the subsequent sections, 
which start by introducing text mining and distinguishing it from data mining; then discusses 
relevant performance measures, previous research using text mining in construction, and the 
aim of this study and the research gap it is filling.     
 
Text Mining 
The last decade witnessed technological innovations in data storage technology led by a 
substantial increase in storage capacities at an affordable cost; which in turn resulted in 
accumulating more data across all industries (Bramer 2007). On the other hand, businesses 
were not able to adapt to this surge; thus limiting the ability to examine and extract the 
concealed knowledge (Chimay 2005). Accordingly, data and text mining methodologies were 
developed to address this gap, as briefly introduced in the coming subsections. 
Unlike the data mining process; data in text mining is unstructured. Hence, additional tasks 
are required to formulate unstructured text content in a structured format to apply Machine 
Learning (ML) algorithms. Text classification (TC), which forms an integral part of Text 
Mining, applies a standard methodology consisting of the following steps, (see Figure 1)  

 
Figure 1111 – Text Mining Process 

The process starts with document collection involving the collection of relevant documents in 
a document set. Step 2 Preprocessing step characterizes text mining from data mining and is 
responsible for adjusting the data as per the different database normalization forms creating a 
document vector for each document in the dataset. Preprocessing includes several sub-
processes, such as tokenization, stop-word removal, and frequency calculation (Al Qady and 
Kandil 2013). The second step - Indexing - transforms the text document from a full-text 
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document to a document vector. A bag of words representation is the most widely used 
document vector for its ease of use in document classification (Aggarwal and Zhai 2012;(Lin 
and Soibelman 2007). The following step is Feature Selection/Reduction, which involves 
filtering unnecessary words (features) that are irrelevant and do not support the text 
classification process. At Step 5, ML Algorithms can be applied to perform the different 
Machine Learning Algorithms (Classification, Clustering, etc…). Final Step involves 
applying performance measures which evaluates the effectiveness of the applied model. 
Machine learning algorithms used in text classification are categorized as Supervised and 
Unsupervised Machine Algorithms. This paper focuses on Supervised Machine learning 
algorithms. Naïve Bayes is a common machine learning technique for text classification, 
which uses the probability theory for classification (Bayes Classifiers) and has proven to be 
reasonably accurate. However, it does not consider the number of occurrences of each word in 
a text document, which is essential in classifying any given document (Witten and Frank 
2005).  
Multinomial Naïve Bayes, introduced by McCallum and Nigam (1998), represents the number 
of occurrences of terms in a document by a bag of words (BoW). The documents in each class 
are then trained as samples drawn from a multinomial word distribution. As a result, the 
conditional probability of each document given a class is simply a product of the probability 
of each observed word in the corresponding class. Other numerous common methods 
addressing text classification include Rocchio Algorithm, K-Nearest Neighbor, and Support 
Vector Machines (SVM) (Al Qady and Kandil 2013). 
Classification tasks are categorized as 1) Binary/multi-class classification (a single class for 
each instance – mutually exclusive) and 2) Multi-label Classification, where each instance can 
be associated with one or more classes (Tawiah and Sheng 2013). 

Performance Measures 
Measuring the performance of the proposed text classification system involves cross-
referencing the results of the proposed classification system with the output results if the 
classification output is generated through the expertise and knowledge of human experts. The 
process to authenticate the relevance of the document is referred to as „Gold Standard‟ or 
„Ground Truth‟ (Salama and El-Gohary 2013). The most widely used measures to assess text 
classification performance are (1) Accuracy, which measures the number of times the 
classifier makes the correct prediction (i.e. the percentage of documents classified correctly); 
(2) Precision and Recall, which are used to measure classification effectiveness; and (3) F1-
Score (F1-Measure), which combines Precision and Recall.  

Text Mining Researches in the Construction Industry 
Several studies were conducted on the application of text mining in different aspects of the 
construction industry. One study compared the performance of human extraction of concepts 
and relations from contract documents with an automated method developed using Natural 
Language Processing (NLP). This method used the Concept Relation Identification using 
Shallow Parsing (CRISP) technique (Al Qady and Kandil 2010). The results concluded that 
both techniques yielded relatively similar results. Another recent study was conducted on the 
use of automatic text classifiers for classifying documents according to their corresponding 
group (such as project divisions, CSI Format, etc.) or using similarities among semantically 
related documents under various conditions examining their performance (Al Qady and 
Kandil 2013). An Ontology-based text classification was used in a compliance checking 
approach (ACC) to automate the environmentally related textual documents (Zhou and El-
Gohary 2015). Whereas, another research developed a hybrid approach utilizing a single pass 
clustering algorithm (unsupervised learning method) to cluster project documents upon which 
a text classifier is used to classify other documents (Al Qady and Kandil 2014).     

Aim of study 
Claimants incur significant losses in their pursuit to substantiate delay claims facing 
challenges to assimilate vast amount of data from different sources (islands of information) 
and extracting credible information to their claim. Those challenges are time consuming and 
expensive, prone to errors, and result in inaccurate conclusions. The overarching goal of this 
study is to enhance the accuracy and efficiency of the delay claim process and enhance the 



 

 

A TEXT CLASSIFICATION APPROACH FOR EVALUATION OF DELAY CLAIMS 
 

 7 

Formatted: Font: 8 pt, Not Bold,
Complex Script Font: 8 pt, Bold

Formatted: Font: 1 pt, Complex Script
Font: 1 pt

Claimant‟s ability to retrospectively establish credible information to substantiate a delay 
claim utilizing one of the widely used supervised learning algorithms (Multinomial Naïve 
Bayes) to train and classify unlabeled documents of a large size project.  
As several studies suggest, supervised learning algorithms, require a comprehensive Training 
Set able to classify unlabeled documents. The accuracy of this supervised learning method is 
governed mainly by the accuracy of the Training Set and its ability to provide an accurate 
representation of the model it represents (Salama and El-Gohary 2013). However, these 
Training Sets are dependent on the expertise of human experts to classify data sets, which 
proved to be expensive, time consuming and prone to errors (Al Qady and Kandil 2014). 
The study proposes a new methodology for training the classifiers, which aims at 
automatically generating the Training Set in lieu of a Training Set developed by manual 
classification  in the form human experts labelling a series of documents to the respective 
classes. Human Classifiers are characterized by their subjective findings, low efficiency 
especially in large data sets. The proposed Training Set utilizes the keywords of a predefined 
set of delay events, their associated path of activities, and hierarchical Work Breakdown 
Structure (WBS) in a given time programme. Those keywords present a comprehensive 
description of the delay event and are further utilized by the model to predict future instances. 
The following sections provide a brief description to the proposed schema and its 
implementation in a real-world case study. 
 
Proposed text mining schema to classify delay claims 
The proposed schema utilizes a new approach in training a model in supervised learning 
mechanisms. Contrary to the traditional method for training models based on the input of 
human classifiers, the proposed schema follows a more efficient approach for model training 
utilizing the information available in time programmes. Activity and WBS descriptions are 
considered to offer clear and concise keywords describing the scope of an activity. 
In addressing delay claims retrospectively through Time Impact Analysis (TIA), a delay event 
is detected by its impact on the longest path or on the contract completion date. Figure 
2Figure 2Figure 2Figure 2Figure 2 shows an example of a typical delay event introduced to a 
project programme and the impact of the delay event on the critical path. 

 
Figure 22222 – Sample Delay Event Path 

Once identified, the activity and the WBS description of the activities forming the delay event 
path present a comprehensive description of the delay event, as shown in Figure 3, where the 
WBS/ Activity elements marked with a bold border represent the elements representing the 
subject delay path. 

Figure 33333 – Selected WBS/Activity Elements forming Delay Event Path 

The path of activities for all claim events is then tabulated in a structured format; thus forming 
the Training Set of the schema model (as demonstrated in Table 1).  
 

Table 11111 – WBS Code/ WBS+Activity Keywords Forming the Training Set 
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WBS Code WBS +Activity Keywords 

WBS 1-2-1-1/Activity 1 WBS 1-2-1-1 + Activity 1 Description Keywords 

  

WBS 1-3-1-1-2-4/Activity n WBS 1-3-1-1-2-4+ Activity n Keywords 

 
A standard Multinomial Naïve Bayes algorithm coded using C# language is used to train and 
test the proposed model. The algorithm was tailored to integrate the time programme activity 
database table (Activity Description, WBS Keywords, etc.) in its structured format with the 
Multinomial Naïve Bayes algorithm to train the classifier. The proposed Training Set is then 
utilized to test a data set of documents to measure the effectiveness of the model. To measure 
the effectiveness of the proposed schema model, the model was applied to a real life mega 
project, which is demonstrated in the subsequent section  
 
Methodology Implementation 
In order to demonstrate the proposed schema capabilities and measure its effectiveness, the 
proposed schema was applied to a mega project in the United Arab Emirates. A sample of 8 
delay claims was selected for the study with their associated project documents. The 
following subsection demonstrates the steps followed in the implementation of the proposed 
methodology, which is shown in Figure 4Figure 4Figure 4Figure 4Figure 4.  

 
Figure 44444 – Proposed Schema Text Classification for Delay Claims 

Step 1- Identifying the delay event paths 
The Time Impact Analysis, which is recommended as per Method Implementation Protocol 
(MIP) 3.7 AACE industry guidelines (AACEI Commitee 2011), was used as the delay 
analysis methodology for the apportionment of the subject delay events for which the 
following two steps were adopted: 
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a. Each of the delay events was inserted in their respective updated window schedule 
with data dates nearest to the start of the delay event. The delay events are then linked to their 
respective successor activities. 
b. A path of activities comprising each delay event (DE) and the associated driving 
activities are identified and designated DE(X) for each delay event X in the specified 
Window. 

Step 2- Data Collection 
The document corpus (dataset) is comprised of (1) A Training Dataset – consisting of a 
structured tabulated format of the keywords of the activity and WBS descriptions of the path 
of delay events of the subject claims, and (2) A Test Dataset consisting of the project 
documents related to the delay events of the subject claims. The project documents included 
letters, Minutes of Meeting (MOM), submittals, etc. 
For the Training Set, the WBS and activities keywords forming the path of a series of 
activities of the delay path at a specified window of analysis are tabulated in a structured 
format.  The tabulated output forms a comprehensive set of descriptive keywords that 
describe a delay event along the path. For example, in applying the method of Time Impact 
Analysis, the path of activities selected from the impact of delay event "delay in the selection 
of Carpet colours" consisted of a set of comprehensive keywords related to the delay event 
(Carpet - Material approval, Carpet Material – procurement, and Carpet flooring), as shown in 
Table 2.  

Table 22222 – WBS+Activity Keywords 

ID Activity wbsCode/Activity WBS+Activity Keywords 

DE 

(Delay Event) 

5668 PF-1370 ProjectTextMining.5.7.1.1

.1.4/PF-1370 

ground level; security 

area;finishes;clean;snag 

DE14 

5669 PF-1440 ProjectTextMining.5.7.1.1

.1.4/PF-1440 

ground level; security 

area;finishes;engineers 

inspection 

DE14 

5670 MT-1190 ProjectTextMining.8.10.4

/MT-1190 

site 

establishment;mobilization;int

ernal finishes;carpet 

DE14 

5671 PRC-

ARC-140 

ProjectTextMining.8.7.39

/PRC-ARC-140 

prematerial procurement; 

internal finishes;carpet 

DE14 

 
For the Test Set, it is comprised of 54 project documents of different types (letters, Material 
Submittals (MS), Request for Information (RFI), etc.) pertaining to each of the eight delay 
claims listed in Table 3 which were previously classified by human experts. The purpose of 
the study is to test the efficiency of the proposed model when compared to the human experts 
using a real-world example. 

 

 

Table 33333 – Number of Documents in Each of the Eight Delay Claims 

No. Delay Event No. of Docs 

1 DE05 – Delayed access to Security Area 8 

2 DE08-Change in electrical scope of work 6 

3 DE10-New substation power fed from power station 5 

4 DE11-Handover of all new Toilet areas at Area 1 3 
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Step 3 – Multinomial Naïve Bayes Classification 

As previously mentioned, a standard Multinomial-Naïve Bayes Classification is applied on 
the proposed schema because of its efficient and ease of implementation (Rennie et al. 2003). 
A number of researchers considered the multinomial Naïve Bayes to be more efficient than 
other Naïve Bayes Algorithms in document classification, especially in large dictionary sizes 
(McCallum and Nigam 1998). Unlike other Naïve Bayes algorithms, the document class in 
the multinomial Naïve Bayes algorithm is determined by the number of word occurrences 
(Chakrabarti et al. 2009; Stella and Faini 2009; Witten and Frank 2005). 
The following section details the steps followed in applying the Multinomial-Naïve Bayes 
(MNB) algorithm. The essential Data Preparation and Preprocessing Steps are implemented 
on the Training and Test Sets and then followed by the representation of each document and 
applying the MNB algorithm (as shown in Figure 3). 

Data preparation 
The Training Set, as described earlier, is a structured table comprising of the attribute 
classifiers of the WbsCode and the Activity Id (wbsCode) and the Work Breakdown Structure 
keywords (wbsKeywords) designated by the associated keywords of the corresponding 
WbsCode and Activity Id. It is noted that the Training Set requires limited data preparation 
since the data is readily available in a structured format.  
The selection of the keywords forming the delay event path creates a comprehensive set of 
keywords characterizing the delay event. For example, in the path of driving activities caused 
by the delay event "Late Selection of Carpet Colours", the keywords associated with the 
relevant activities and WBS keywords were found to be a good representation of the delay 
event.  
For the Test Dataset, Optical Character Recognition (OCR) software was utilized to convert 
the printed text of project documents into encoded text (.txt) format to perform the text 
mining classification process. It is worth mentioning that achieving a high accuracy level in 
the transformation to text format is highly dependent on the quality of the original source of 
documents and scanning resolution (dpi). These conditions may not be fully achievable in 
some real life projects; hence, achieving a high accuracy level is challenging and may 
compromise the accuracy of the output in such cases.  

Pre-processing 
Pre-processing of the documents corpus is an essential step in the text classification process. 
To apply Data/Text mining techniques the data must be in a structured format. Hence, the pre-
processing step transforms the documents to a structured format prior to the application of 
data mining techniques and machine learning algorithms. The following are the pre-
processing steps implemented in the proposed schema model.  
Tokenization – To apply data mining techniques on unstructured documents, it was essential 
to breakdown the continuous characters into tokens such as words, sentences, etc. (Weiss et 
al. 2005). Tokenization was carried out on both the Training and Test Sets using an algorithm 

5 DE14-Carpet Colours Selection 22 

6 DE16-Revised signage design drawings - First Level 5 

7 DE17-Delayed access to LADA Area 3 

8 DE61-Access to existing IAP area - Second Level 2 

No. Delay Event No. of Docs 

1 DE05 – Delayed access to Security Area 8 

2 DE08-Change in electrical scope of work 6 

3 DE10-New substation power fed from power station 5 

4 DE11-Handover of all new Toilet areas at Area 1 3 

5 DE14-Carpet Colours Selection 22 

6 DE16-Revised signage design drawings - First Level 5 

7 DE17-Delayed access to LADA Area 3 

8 DE61-Access to existing IAP area - Second Level 2 
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coded in C# Language, which involved breaking down the text into words separated by 
spaces, as shown in Figure 5Figure 5Figure 5Figure 5Figure 5. 

 
Figure 55555 – Tokenization Process 

 

Stop Word Removal – This step involves the removal of words that are frequently occurring 
and do not present significant importance to model training. A standard algorithm in C# was 
utilized to remove words such as “the”, “a”, “and”, etc., which fall into this category, as well 
as frequent words occurring in the specific document corpus as they do not improve the 
classifier‟s performance (Salama and El-Gohary 2013). 
In the proposed schema, common stop words were removed from the bag of words. In 
addition, stop words which were common in the document corpus such as letter heads and 
titles providing a description of the document forms ("shop drawing submittal", "Material 
Submittals", etc…) were considered stop words and were not significant to the classifier's 
performance. 
N-Grams – Part of the feature selection process is to select the relevant features (words or a 
sequence of words) from the available data set to support model training. N-gram is the 
process of characterization of n consecutive words in a document to provide a meaningful 
feature (Witten and Frank 2005). Bi-gram is a two-word feature used when two consecutive 
words are used to better describe the feature, such as "board ceiling", "carpet flooring", etc.  
In the Training Set, bi-grams and tri-grams were assigned as two- and three-word features in 
the Bag of Words (BoW). Keywords such as „1st coat paint‟, „board ceiling‟, „carpet 
flooring‟, „ceiling closure‟ are word representations forming all distinct features in the Bag of 
Words. This approach induced further accuracy to the Training Set, as shown in Table 4. 

Table 44444 – Extract from the Vocabulary of Words 

bagOfWordsWbsKeyword 

1st coat paint 

1st fix 
2nd fix 

3rd fix 

board ceiling 

carpet flooring 
ceiling closure 

ceiling grid 

chiller 

chiller plant 
electrical room 

hvac duct 

mv cable 
power on 

sanitary ware 

toilet accessories 

toilets 
ups room 

wiring 

 
Document Representation (BoW) 

……handover of the mentioned areas is affecting the construction of the new Electrical rooms 032…… 

handover of the mentioned areas affecting construction 

Tokenization 
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The plain text of the corpus documents is transformed to instances of fixed features by 
restricting the representation to the words only occurring in the Training Set. The documents 
are transformed into a Bag of Words (BoW). The BoW is a word document matrix 
representing the distinct words in the data set in which the rows are represented by 
Documents (D) and the columns are represented by distinct features (F) of the words present 
in the Training Set, as shown in Table 5 and Table 6. 

Table 55555 – Extract of Term Frequency Matrix (Training Set) 

 
 

 

Table 66666 – Extract of Term Frequency Matrix (Test Set) 

 
Feature Selection 

Limiting the features results in dimensionality reduction to the feature space, which increases 
the efficiency of the model. For the training dataset, the keywords extracted from the 
activity/WBS description are limited and comprehensive and did not require any feature 
reduction. As for the test dataset, stop word removal and N-grams were used for feature 
reduction.   

Text Classification algorithm 
For training the model, a standard multinomial Naïve Bayes algorithm is applied based on the 
probability model formulated by Thomas Bayes (1701-1761). A tailored-made algorithm was 
developed by the authors using C# Language to embed the Training Set and further classify 
the documents. The following steps were implemented:  
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- The Training Set, which includes the activities and Work Breakdown Structure 
forming the delay events, was exported from Primavera P6 software to a Microsoft Access 
database and accessed through OLE DB (a COM-based application programming interface 
(API) for accessing data).   
- For training the data corpus, the Prior Probability was computed, in which the 
activities (wbsCode/Activity) forming the delay events' path were selected as the classifiers  
using Equation (1), where  is the Total number of activities (wbsCode/Activity) of class , 

 is the Total number of all activities (wbsCode/Activity).  

   (1) 

 
- Conditional Probabilities are then calculated using Equation (2) for each word in the 
Vocabulary of words (as shown in Table 4). A parameter (∝) for additive smoothing (Laplace 
Smoothing  = 1) was used to avoid encountering zero probabilities  when using the 
Equation (2), where  is the Word from the feature vector of a particular sample,  is 
the Number of times feature  appears in samples from class  is the term frequencies 
(number of counts) in the Training Set for class , ∝: An additive smoothing parameter (∝=1 
for Laplace smoothing), d∶ Number of exclusive words (Vocabulary). 

2)  

 

After determining the Prior and Conditional probabilities of the Training Set, the model is 
utilized to classify the documents of the Test Set using the posterior probability, as shown in 
Equation (3), where  is the Prior probability of a document occurring in class ,  
is the Conditional probability of feature  occurring in a document of class ,  is the 
Number of documents in the Test Set.  

3) 

 

Step 4 - Performance Evaluation 
To measure the effectiveness of the model, the following performance measures were carried 
out.  
Accuracy 
Accuracy measures the number of documents in which the classifier makes the correct 
prediction (delay event) (i.e. the percentage of documents classified correctly) (as shown in 
Equation 4), where  is the True positives for class ,  is the True negatives for class  
is the Total number of documents in the Test Set. 

4) 

 

Precision and Recall 
Precision is the number of correctly retrieved document occurrences ( ) by the applied 
model for the subject delay event divided by the total number of correctly retrieved 
documents and irrelevant retrieved documents to the subject delay event , the 
measure identifies reliability of the model to correctly predict relevant documents(as shown in 
Equation 5), where  is the true positives for class ,  is the False negatives for class ,  
is the False positives for class . 
Whereas, Recall is defined as the number of correctly retrieved document occurrences ( ) by 
the applied model for the subject delay event divided by the total number of correctly 
retrieved documents and documents that are relevant documents to the subject delay event but 
the model was not able to retrieve  (as shown in Equation 6). This measure identifies 
the model‟s ability to retrieve all the documents regardless of its relevance to the subject delay 
event. 
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5) 

 

6) 

 

F1-Score (F1-Measure) 
F1-Score is a measure of the model effectiveness. The measure is regarded as the harmonic 
mean between Precision and Recall (Jiansong Zhang 2016). Moreover, it is widely used to 
assess text classification systems and is calculated as shown in Equation (7), where 

 is the Measure calculated from equation (5),  is the Measure calculated 
from equation (6). F1-score values equal to 100% represents the perfect classifier. 
 

7) 

 

The proposed model was applied to the 54 project documents classified previously under 8 
claims. To authenticate the „Gold Standard‟ of the model performance measures were 
computed and results are shown in Table 7. The proposed model achieved an average 
accuracy of 99.1%, precision of 92.7% and recall of 93.3%.  
The results outperform similar multi-class text classification approaches using automated 
classification for training documents (Al Qady and Kandil 2013; Caldas et al. 2002; Zhou and 
El-Gohary 2015). However, it should be noted that each study used a different application 
example. It was also observed that the model‟s accuracy and precision measures decreased in 
delay events yielding similar spatial information, occurring at the same timing, and the same 
type of work like delay events DE08 (Change in Electrical Scope) and DE10 (New substation 
power fed from power station). Similarly, delay events which pertain to an overall impact on 
all areas of the project cannot be classified, such as DE11 (Handover of all new Toilet areas at 
Area 1). This issue is referred to as multi-label classification, in which a document falls into 
more than one class and it is not addressed in this paper. 
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Table 77777 – Summarized Performance Measures of applied model 
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CONCLUSION 
The cost and time associated with the settlement of construction claims have witnessed an 
immense increase. A considerable percentage of Claimants encounter impediments to 
substantiate their claims. Those impediments are not only limited to maintaining a record 
keeping system but also extracting the relevant documents pertaining to specific delay events 
remain a major challenge. The current complexities of building systems and the significant 
rise in the volume of data stored in current construction projects increase the challenge of the 
task. These challenges necessitated the development of a more efficient classification 
methodology. 
This paper proposed a text mining classification methodology in delay claims using the 
keywords of the activities and WBS of a group of delay event paths generated from 
retrospective Time Impact Analysis (TIA) schedules. Those keywords forming part of the 
Training Set are then used to predict and classify new project documents in the Document 
Corpus. A Traditional Multinomial Naïve Bayes machine learning algorithm was 
implemented for text classification. The performance measures of accuracy, recall, and 
precision yielded excellent results in classifying the project documents with their respective 
delay event claims under study.  
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