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Abstract: Best Tree Encoding (BTE) is a promising feature extraction technique based on wavelet packet decomposition that is
utilized in Automatic Speech Recognition (ASR). This research introduces an enhancement of Wavelet Packet Best Tree (WPBT)
Calculations. The standard features BTE encodes the tree structure using a mathematical model into a features vector of 4
components. The best tree structure has been calculated using the entropy function. In the standard version of BTE, Shannon
entropy has been chosen as the entropy function. In this research, Shannon Entropy (SE), Renyi Entropy (RE), and Tsallis
Entropy (TE) are used to construct the Best Tree. The encoding of the Best Tree has been done using the same mathematical model
approach in the standard 4-Point BTE. The proposed model is tested and Verified against the most widely used feature Mel
Frequency Cepstral Coefficient (MFCC) plus delta and delta-delta coefficients (39 parameters) to evaluate its performance. The
TIMIT database is used in this research. All phones are divided into five classes: Vowels, Fricatives, Silences, Nasals, and Plosives.
The acoustical model has been implemented using Hidden Markov Model (HMM). No language model has been applied. The
HMM Tool Kit (HTK) software is used for model implementation. The experiments show that BTE using Tsallis entropy yields the
highest overall success rate of 75.85% which is better than MFCC’s overall success rate of 71.76%. Comparing the vector of 4
components of BTE to the 39 components vector of MFCC makes it a very promising feature vector to be considered for research
and development.
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1 INTRODUCTION

Speech recognition is the method of automatically extracting and evaluating linguistic information transmitted by a
speech signal using computers or electronic circuits. Automatic speech recognition techniques, which have been studied
for several years, have mostly been aimed at realizing transcription and human-computer interaction systems. The speech
signal is usually represented in terms of phones, and words are simply seen as concatenations of phone sequences. Phone
classification is the process of assigning speech categories to a small segment of speech signals. This research provides
an enhancement for a new feature extraction approach; Best Tree Encoding (BTE) [1], which is based on wavelet packet
decomposition and best tree to increase the success rate of ASR.

The vital element that affects the success rate of the Best Tree Encoding (BTE) is the type of entropy. Shannon entropy
(SE), Renyi entropy (RE), and Tsallis entropy (TE) are used in this research to extract features from the wavelet packet
tree (WPT) to obtain the best tree. Fixed and variable state structure Hidden Markov Model (HMM) is used to train the
data. BTE is a vector of 4 components only compared to a vector of 39 components of Mel Frequency Cepstral
Coefficient (MFCC) plus delta and delta-delta coefficients.

The paper is organized as follows: Section 2 includes a literature review on relevant topics. Section 3 provides an
overview of BTE. Section 4 represents an Experiment environment, which includes a database and HMM model’s
design. Section 5 represents and discusses the results. Finally, Section 6 contains the conclusion.

2 LITERATURE REVIEW

The definition of different types of speech classes, feature extraction methods, speech classifiers, and performance
evaluation issues to consider when developing a speech recognition system. Feature extraction is the most essential
aspect of speech recognition since it separates one speech from another. The utterance can be derived from a wide variety
of feature extraction techniques proposed and successfully used for speech recognition tasks [2]. There are various
techniques for feature extraction: Linear prediction coding (LPC) [3], Mel frequency Cepstral Coefficient (MFCC) [4],
Linear prediction cepstral coefficient (LPCC) [5], Wavelet Packet Features (WPF) [6]. Best tree encoding (BTE) is a new
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feature extraction technique first introduced by Amr M. Gody in [1]. From the literature review, there are some feature
extraction studies to improve the phone classification recognition rate.

Anil Kumar et al. in [7] presented a study on detecting the points of the beginning of vowels in encrypted speech. In this
study's experiments, TIMIT, and broadcast news corpus were used. The data set consisted of 95 consonant-vowel (CV)
classes. Several methods for extracting features were used, including excitation source (EXC), spectral peaks (SP),
modulation spectrum (MOD), and mixed methods (COMB). A comparative study was given among these various feature
methods using the missing rate and average deviation. As compared to other models, the presented approach had a higher
success rate and a lower average deviation. The data was trained using a hybrid of the Hidden Markov Model (HMM)
and Support Vector Machine (SVM). The proposed method achieved the highest success rate 66.14% in clean speech.

J. Ye et. al. in [8] introduced a novel approach for classifying speech phonemes based on histograms of reconstructed
phase spaces This method is a new methodology that is significantly different from conventional techniques. Preliminary
results show that the approach is a promising way to create a phoneme recognizer. The proposed method classifies
phonemes to vowel, fricative, and nasal in the TIMIT database. The results indicated that a reconstructed phase space
approach is a specific classification method, with overall recognition rates of 61.59%, 34.49%, and 30.21% for fricative,
vowel, and nasal phonemes, respectively.

Nasereddin et al. in [9] presented a study on the classification of speech signals into four classes. MFCC was used as a
feature extraction technique. Hidden Markov Model (HMM), Dynamic Time Warping (DTW), and Dynamic Bayesian
Network (DBN) were used in the classification stage. The results showed that DBN outperformed in recognizing one
class while HMM achieved the highest success rate for the others.

Keshet et al. in [10] proposed a method for Precise plosive detection based on pattern matching. The problem of false
silence detection has been solved using the hierarchical treatment and multi-class decisions. The presented method has
been tested using the TIMIT corpus, which yielded a very high detection success rate. The results showed that the
presented method was very effective at detecting plosives. The distribution of insertions for the different classes is 23%
for vowels, 34% for silences, 6.5% for nasals, 28% for fricatives, 1.5% for affricates, and 7% for glides.

G. Tryfou et al. in [11] introduced research into the classification of speech signals into five classes These classes are
vowels, stops, nasals, fricatives, and liquids. In this study, a subset of the TIMIT database was used. They translate 61
phonemes into 48 phonemes. This research used two feature extraction techniques, MFCC and time-frequency reassigned
cepstral coefficients (TFRCC). HTK, and GMM were used to train the data. TFRCC had the highest success rate in
classifying stops with 53.74 %, while MFCC had the highest success rates in the other classes. TFRCC increased the
overall success rates when transitioning to vowels, fricatives, and liquids by 36.5%, 26.6%, and 70.84%, respectively.

G. Deekshitha et al. in [12] proposed a novel method for detecting fricative and plosive regions in continuous speech. A

two-stage recognition system is designed for detecting and verifying the fricative and plosive regions. In the first stage, a
Deep Neural Network (DNN) based broad classifier is used to convert the input speech signal to corresponding broad
phoneme classes. Silence, Vowel, Nasal, Fricative, and Plosive are the broad classes. Thus, fricative and plosive regions
are prioritized. In the second step, the fricative regions are verified using a spectral centroid, and the plosive regions are
verified using a difference in spectral distribution. Automatic detection of fricative and plosive regions can be used to
improve speech recognition performance. Using the TIMIT database, the verification rate for Fricative is 78.37% and for
Plosive it is 68.75%.

T. Jeff Reynolds et al. in [13] introduced research into classifying speech signals into seven classes. Fricatives, semi-
vowels, diphthongs, plosives, nasals, closures, and vowels are the classes. A set of 39 TIMIT phones was used. Four
feature extraction techniques were gathered to perform this work: MFCC, perceptual linear prediction (PLP), LPC, and
posterior. In this study, HMM and Multi-Layer Perceptron (MLP) were used. Gathering MFCC, PLP, and LPC resulted
in the highest levels of recognition. The phone classification rate achieved was 84.1%.

P. Scanlon et al. in [14] presented a novel approach using a neural network multilayer perceptron classifier with a
modular order of experts. Phonemes are classified into seven classes vowel, semi-vowels, diphthongs, stops, fricatives,
nasals, and silence. PLP was used as feature extraction. The experiment has been running on a TIMIT database. The
highest success rate was 74.2%.

A. Rizal et al. in [15] presented a new feature extraction of lung sound, which is multilevel wavelet packet entropy
(MWPE) calculations using Shannon entropy, Renyi entropy, and Tsallis entropy. The test was performed on five classes
of lung sound databases. In this research MLP was used as the classifier. The results showed that MWPE using Shannon
calculation could yield the highest success rate of 97.98% for N = 4 decomposition level. On the other hand, MWPE



Egyptian Journal of Language Engineering, Vol. 8, No. 2, 2021 3

using Renyi entropy yielded the highest success rate of 93.94% and the one using Tsallis entropy yielded 57.58% success
rate.

Doaa N. Senousy et al. in [16] introduced a syllables classification method for ASR that includes the use of dynamic
states of HMM. The MFCC and Mel Best Tree (MBT) feature techniques were applied. A subset of TIMIT databases is
used in this research. The involved classes in this research are vowel, liquid, nasals, consonants, stops, and plosives. The
overall success rate for MBT features was 81.01%, and 72.66 % for MFCC features.

Doaa A. Lehabik et al. in [17] presented a novel approach for classifying speech phonemes. Four hybrid approaches
based on the acoustic-phonetic approach and the pattern recognition approach are used to identify the main concept of
this study. They are (FS-HMM-GM-MBTI-CNN-VQ), (VS-HMM-GM-MBTI-CNN-VQ), (FS-HMM-GM-MBTI-CNN),
and (VS-HMM-GM-MBTI-CNN). The TIMIT database was used in this research. All phones are classified into five
classes Vowels, Plosives, Fricatives, Nasals, and Silences. The results showed that the highest overall success rate
(74.11%) is achieved using (VS-HMM-GM-MBTI-CNN-VQ).

3 BEST TREE ENCODING

Best Tree Encoding (BTE) was first introduced by Amr M. Gody in [1]. The procedure of extracting BTE will be
illustrated through the block diagram in Figure 1. The process of creating BTE starts with converting the input speech
signal into short time duration frames. The preprocessing phase is the second step. In the preprocessing phase, wavelet
packet decomposition (WPD) is used. The proper entropy type is applied in the next step to obtain what is called the best
tree. The last step is to encode this best tree into a feature vector of four components to obtain the BTE feature.

- H'***—) Framingand Windowing [ WPD Entropy —>| Encoding | BTE
Tree Best tree

Speech signal

Figure 1: BTE block diagram

A. Framing and Windowing

The input speech signal is divided into small duration frames to deal with it as a stationary signal. The frame length is 20
ms. Then the Hamming window that is a rectangular pulse whose width is equal to the frame length is applied to make a
smooth transition to the signal to be continuous.

B.  Wavelet Packet Decomposition

The wavelet packet approach is a generalization of wavelet decomposition that provides a wider variety of signal analysis
options and allows for the most accurate signal analysis [18]. Wavelet packet elements are waveforms that are indexed by
three naturally interpreted parameters: position, scale, and frequency. The wavelet transform is defined below as the inner
product of a signal x(t) with the mother wavelet /(t) [19]:

Yap(t) =1 (%) (1)
wyxta) =[x p () &)

where Y* is a conjugate of mother wavelet 1, a and b denote the scale and shift parameters. By modulating a and b, the
mother wavelet can be dilated or translated. The wavelet packets transform recursively decomposes the speech signal
generated by the recursive binary tree as shown in Figure 2. The wavelet packet transform (WPT) is like the Discrete
wavelet transform (DWT), but the WPT decomposes all details and approximations rather than only approximations. The
wavelet packet (WP) principle states that for a given signal, a pair of low-pass and high-pass filters are used to generate
two sequences that capture different frequency sub-band features of the original signal [19].
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Figure 2: 3 Levels Wavelet packets decomposition [1]

C. Wavelet Packet Entropy

Each node in the wavelet packet tree gives the contribution of the signal power into a certain frequency band. Not all
nodes have useful information about the speech signal so, the proper entropy function is applied to obtain the optimal
nodes that contribute the most to signal information. Beginning with the higher-level tree nodes, every 2 nodes have one
parent node. If the parent node's entropy is greater than the sum of the entropies of both Childs, Childs will be removed.
This process will be repeated until the end. The obtained nodes collection is called the best tree.

Entropy is a tool for measuring the uncertainty of information content in given systems, and it is widely used in signal
processing, information theory, pattern recognition, and other fields. Some common types of entropy are Shannon
entropy (SE), Renyi entropy (RE), and Tsallis entropy (TE). Entropy can be calculated using energy [20].

The information of the kth coefficient of the jth node at ith level can be calculated by wavelet energy which is defined as
Equation (3) [20]:

Eijj = lldyjill? (3)
Then, the total energy for the jth node at ith level can be calculated by Equation (4) [20]:
N
Eyy= ) Eiju 0
k=1

where N is the number of the corresponding coefficients in the node. The probability of the kth coefficient at its
corresponding node can be calculated by Equation (5) [20]:

Pijk = Eijx/Eij 5)
where the sum of p; ; . equals 1.

SE is a measure of uncertainty associated with random variables in information theory, and it can be calculated by
Equation (6) [20]:

N
SE;j = — Z Pijk * log (i) (6)
k=1

RE entropy can be defined as Equation (7) [20]:

N
1
RE(jq =7 log O p70 %)
i=1
where q is the order of entropy (q > 0 and q # 1).

TE is another type of entropy that is defined at various g values as Equation (8) [20]:

N
1
TEijq = q—1 (1- Z pqi,j,k) 3
i=1

Both RE and TE are extensions of SE. The parameter q in RE and TE needs to be optimized in practical applications. RE
and TE tend to SE forq — 1.

BTE uses Shannon entropy (SE) to obtain the best tree. In this research, Renyi Entropy (RE) and Tsallis entropy (TE)
are used to obtain the best tree.
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D. Encoding

The final step is the encoding process. The best tree obtained in step 3 is encoded into four component feature vector.
Figure 4 and Figure 3 show the four points encoding algorithm for BTE-4. For detailed discussion the reader may refer to
paper [1]. In summary the nodes are rearranged in order to minimize the distance between the adjacent in frequency
features vectors. As a quick example, MatLab wavelet packet indexing system in Figure 4 shows that node 2 and node 3
are subsequent but they are not in the frequency band (V1 at low band while V2 at High band). Figure 3 shows the
proposed coding. Note that node 2 and 3 fall into the same band as well as they are consecutive numbers. Each
component represents a quarter of the signal's bandwidth. Each component can be used to recall the best tree leaf nodes
in the relevant quarter that fall into the corresponding quarter represented by the component.

Level 4 Level 3 Level 2 Levell | Level 0 Level 4 Level 3 | Level2 | Levell | Level 0
15
0
Vi 16 7 3 2
17 L/ L ‘ =
18 8 E 5 g
19 L 4 ;
0
\2 20 ? 4 0 1 ) E
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22 4 20
23 0 3
11 2
Vi 24 5 1 2 &
2 12 ’ e E 5 ¢ T
26 4 E
4 ==
6
29 14 Vs 3 6
5
30 4

Figure 4: Matlab function “besttree” indexing
scheme [1]

Figure 3: Wavelet packet tree of 4 points encoding [1]

Figure 5 shows an example of Tree Structure Encoding into 4 components. Each component is 7 bits. Each bit maps to a
tree node. Circles point to leaf nodes in BTE that contain information (Those leaves of high Entropy than the Children).
To obtain feature vectors, it is represented as a decimal number as listed in Table 1.

]
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]
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Figure 5: Best tree 4-point encoding example

TABLE 1
BEST TREE 4 POINT ENCODING EVALUATION [1]

Element Binary Value Decimal Value Frequency Band
V1 0011100 28 0-25%
V2 1000000 64 25% - 50%
V3 0000000 0 50%-75%
V4 0100100 36 75%- 100%
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The features vector for this example will be,

28
64
0
36

F =

Mel scaled (MS) Best Tree Encoding that is used in this research is an enhanced version of BTE that is introduced in
[21]. This version of BTE is focused on the algorithm for evaluating the best tree. The Mel scale is used to evaluate the
best tree nodes. In addition to Mel-Scale; the input speech signal is resampled at 10 kHz to map the bandwidth of 5(kHz).

The formula for MS (fye; ) is given as follows:
fnode) (9)

fMel = 2595 * 10g10(1 + 700

In this approach, each node's weight is calculated depending on its position on the MS curve of Figure 6 [21]. Nodes in
the low-frequency band will be assigned high weights, indicating a high ability of human hearing and vice versa.
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Figure 6: Mel scale curve [21]

4 EXPERIMENT ENVIRONMENT

A. Database

The TIMIT database is used in this research. The TIMIT corpus was designed to supply speech knowledge for the
acquisition of acoustic-phonetic information and for developing automatic speech recognition systems [22]. This
database contains 6300 sentences, ten sentences spoken by each of 630 speakers from eight major dialect regions of the
United States (US). The original version of the TIMIT database includes 61 phones. The database is processed to modify
transcription files for the character recognition to be suitable for the objective of this research. Vowels (V), Fricatives (F),
Nasals (N), Plosives (P), and Silences (Si) as in [12]. Each classifier with phones assigned to it is listed in Table 2.

TABLE 2
PHONE CLASSIFIERS [12]

Classifiers Number of labels TIMIT Labels

Vowels (V) 25 aa, ae, ah, a(i);,j)j’;i,{:l(l;y e’t)ir,uzil}’/,uzz\:]\j, ueil’, \:,1: ;r, ey, ih, ix,
Plosives (P) 16 p,t,k, b, d, g, jh, ch, bel, dcl, gel, pcl, tel, kel, g, dx
Fricatives (F) 10 s, sh, z, zh, f, th, v, dh, hh, hv

Nasals (N) 7 m, em, n, nX, ng, eng, en

Silences (Si) 3 h#, epi, pau
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B.  HMM Models Design

HMMs have the advantage of being able to model variable-length sequences, whereas other models usually need a fixed
feature set. There are two different models of HMM. The first model is the fixed state structure HMM model shown in
Figure 7; in which all classifiers are trained using the same HMM fixed number of states which has three emitting states
and two non-emitting states. The Non-emitting states are needed in the HMM model to define the entry and exit states.
The second model is the variable state structure HMM model; in which Vowel, Fricatives, Nasals, and Silences are
modeled by three emitting states as shown in Figure 8. Plosives are modeled using two emitting states due to their short
time duration as shown in Figure 9.

Figure 7: Fixed states HMM for all

classifiers in the first model Figure 8: Vowels, Fricatives, Nasals, and

Silences design in the second model

Figure 9: Plosives design in the second model

S RESULTS AnD DISCUSSIONS

Two sets of feature extraction techniques are used. First, the Mel frequency cepstral coefficient (MFCC) technique
(MFCC_0_D_A) is used which has 39 coefficients [4]. The zeroth coefficient represents the average log-energy of the
input signal it is often ignored because it contains little speaker-specific information, D represents delta coefficients is the
first-order derivative; it informs us about the speech rate, and A represents the delta-delta coefficients is the second-order
derivative; it provides information like speech acceleration. Second, Best Tree Encoding (BTE). The standard features
BTE encodes the tree structure using a mathematical model into a features vector of 4 components. In the standard
version of BTE, Shannon entropy has been chosen as the entropy function. In this research, Shannon entropy (SE), Renyi
entropy (RE), and Tsallis entropy (TE) are used to construct the Best Tree. The proposed model is tested and Verified
against the most widely used feature technique (MFCC_0_D_A) to evaluate its performance.

The success rate can be defined by Equation (10). D represents Deletions (class not found in the output). S represents
Substitution (class replaced by other phones). N represents the total number of classes in the expected transcription.

N-D-S
SR=—"— 10
N (10)

Success Rate (SR) has been expressed as a function of («, B, q), as of Equation (11).

¢n(a,B,q) = SR an

where,

n : HMM structure {f: fixed structure, v: variable structure}.
a : Feature Type {MFCC, BTE}.

B : Entropy Function {SE, TE, RE}.

q : Entropy Order.

The success rate of the Fixed State Structure HMM Design using the two techniques of feature extraction is illustrated in
Table 3. MFCC_0_D_A is taken as a reference. It shows that the best results are ¢;(BTE,RE,.2) = 64.62%,
¢s(BTE,SE, 1) = 65.14%, and ¢4(BTE, TE, 1.2) = 67.38% which is compared to MFCC success rate of 70.37%.
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The model health indicates the relative success of the model to the base model (MFCC_0 D_A). To quantize the model
health, a new term has been introduced. The Health Factor (1);) is the relative success rate of BTE that can be calculated
by Equation (12).

SR of BTE (12)

Health Factor (1,.) = m

According to this relative equation, BTE using Tsallis entropy for g= 1.2 can achieve 1. = 95.75% in the Fixed State
Structure HMM Design as listed in Table 3.

TABLE 3
(¢7(a, B, q)%) FOR THE FIXED STATE STRUCTURE HMM DESIGN

Feature Type Entropy Function Entropy Order b, B, )% 1n %
(o) ® ()
MFCC 70.37 100

BTE SE q=1.0 65.14 92.56
q=0.2 52.24 74.23

q=0.3 54.20 77.02

q=0.4 56.83 80.75

q=0.6 60.03 85.30

BTE TE 4=0.8 63.27 89.91
q=1.2 67.38 95.75

q=1.3 64.88 92.19

q=1.4 62.32 88.56

q=1.5 58.38 82.96

q=0.2 64.62 91.82

BTE RE q=0.3 40.96 58.20
q=0.4 62.99 89.51

q=0.5 42.71 60.69

The relationship between ¢, n,- can be expressed as follows:

dnla, B, q)%
L(a,B,q) =——
Nr c (13)

where
C: phone classes {V,P,F,N, Si }.

Table 4 illustrates this relationship (It(, B, q)) for each class. BTE outperformed MFCC in the Fixed State Structure
HMM Design in recognizing the Vowels class using Renyi entropy and in recognizing the Silences class using Renyi and
Tsallis entropy. Figure 10 shows the success rate of BTE for each class in the Fixed State Structure HMM
(¢r(BTE, B, q)|c%) using Shannon entropy, Tsallis entropy and Renyi entropy at different entropy order (g). It shows

that ¢(BTE,TE,.3)|r = 78.8%, this is the best for Fricatives class (F). ¢(BTE,SE,1)|p = 79%, this is the best for
Plosives class (P). ¢((BTE,TE, .4)|y = 88.6%, this is the best for Nasals class (N). ¢(BTE, RE,.2)|, = 97.2%, this is
the best for Vowels class (V). ¢(BTE,RE,.3)|s; = 99.9%, this is the best for Silences class (Si).
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TABLE 4

(Iy(, 8,9)| .) FOR THE FIXED STATE STRUCTURE HMM DESIGN
C

Feature Entropy Entropy Ff r r T Ff
Type Function Order v Flp ) Fly St
() ®B) ()]

84.2 97.0 84.8 96.9 89.1

MFCC 1.0 1.0 1.0 1.0 1.0
BTE SE q=1.0 69.2 79.0 474 76.5 86.0
0.82 0.81 0.55 0.78 0.96

q=02 283 49.8 77.6 85.5 91.1

0.33 0.51 0.91 0.88 1.02

q=0.3 35.7 39.6 78.8 883 89.4

42 0.40 0.92 0.91 1.0

q=0.4 435 44.6 76.6 88.6 88.2

0.51 0.54 0.90 0.91 0.98

q=0.6 523 495 737 88.4 87.2

0.62 0.51 0.86 0.91 0.97

q=08 62.7 495 66.1 86.1 88.0

BTE TE 0.74 0.51 0.77 0.88 0.98
q=12 785 50.2 583 64.8 92.2

0.93 0.51 0.68 0.66 1.03

Q=13 78.8 62.4 67.4 56.2 92.2

0.93 0.64 0.79 0.57 1.03

q=1.4 79.1 72.6 61.0 473 943

0.93 0.74 0.71 0.48 1.05

q=15 80.4 76.8 52.2 38,6 96.7

0.95 0.79 0.61 0.39 1.08

q=0.2 97.2 26.8 34.8 30.4 86.8

1.15 0.27 0.41 0.31 0.97

q=03 33.0 117 185 238 99.9

0.39 0.12 0.21 0.24 1.12

BTE RE q=04 947 39.9 156 39.9 88.2
1.12 0.41 0.18 0.41 0.98

q=05 78.9 66.9 2277 80.0 97.7

0.93 0.68 0.26 0.82 1.09
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Figure 10: ¢¢(BTE, B, q)|¢% For the Fixed State Structure HMM Design

Table 5 illustrates the success rate of the Variable State Structure HMM Design using the two techniques of feature
extraction. It shows that the best results are ¢,(BTE,RE,.2) =51.40%, ¢,(BTE,SE,1)=74.02%, and
¢, (BTE,TE,1.2) = 75.85%, which is compared to MFCC success rate of 71.76%. BTE using Tsallis entropy for g=
1.2 can achieve . = 105% in the Variable State Structure HMM Design.

TABLE 5
(¢,(a, 5,9)%) FOR THE VARIABLE STATE STRUCTURE HMM DESIGN
Feature Type Entropy Function Entropy Order b (a, B, )% 0, %
() ® (@
MFCC 71.76 100
BTE SE q=1.0 74.02 103
q=0.2 59.32 82.66
q=0.3 61.83 86.16
q=0.4 64.02 89.21
BTE q=0.6 66.85 93.15
TE q=0.8 69.57 96.94
q=1.2 75.85 105
q=1.3 73.86 102
q=1.4 69.68 97.10
q=1.5 64.28 89.57
q=0.2 51.40 71.62
BTE RE q=0.3 41.35 57.62
q=0.4 50.56 70.45
q=0.5 40.27 56.11

Table 6 illustrates the relationship (I, (a, B, q)) for each class. BTE outperformed MFCC in the Variable State Structure
HMM Design in recognizing Vowels, Plosives, Fricatives, and Silences classes. Figure 11 shows the success rate of BTE
for each class in the Variable State Structure HMM (¢, (BTE, 5, q)|c%) using Shannon entropy, Tsallis entropy and
Renyi entropy at different entropy order (q). It shows that ¢,(BTE,TE,.2)|p = 82.6%, this is the best for Fricatives
class (F). ¢, (BTE,SE,1)|, = 83%, this is the best for Vowels class (V). ¢,(BTE,TE, 1.5)|p = 94.4%, this is the best
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for Plosives class (P). ¢, (BTE,RE,.5)|y = 94.4%, this is the best for Nasals class (N). ¢,(BTE,RE,.4)|s;

this is the best for Silences class (Si).

11

= 98.4%,

TABLE 6
(L,(a,B,9)|c) FOR THE VARIABLE STATE STRUCTURE HMM DESIGN
Feature Type Entropy Function Entropy Order I, |V I, | p T, [ F I, | N I, | si
() ® @
79.1 94.4 82.4 95.1 76.6
MFCC 1.0 1.0 1.0 1.0 1.0
BTE SE q=1.0 83.0 67.4 57.5 71.7 91.2
1.05 0.71 0.70 0.75 1.19
q=0.2 36.0 68.1 82.6 87.5 92.8
0.45 0.72 1.0 0.92 1.21
q=0.3 46.0 57.6 81.8 86.6 90.7
0.58 0.61 0.99 091 1.18
q=0.4 54.9 58.5 80.5 84.8 88.8
0.69 0.62 0.98 0.89 1.16
BTE TE
q=0.6 63.9 65.0 80.2 79.3 85.8
0.81 0.69 0.97 0.83 1.12
q=0.8 70.9 67.9 76.1 74.5 86.7
0.90 0.72 0.92 0.78 1.13
q=1.2 82.5 79.0 60.2 68.0 93.6
1.04 0.84 0.73 0.71 1.22
q=1.3 76.8 89.8 58.2 58.7 94.4
0.97 0.95 0.71 0.62 1.23
q=1.4 74.3 93.4 41.3 38.6 95.1
0.94 0.99 0.50 0.40 .
BTE TE 1.24
q=1.5 73.8 94.4 26.3 27.2 96.0
0.93 1.0 0.32 0.29 1.25
q=0.2 81.1 90.7 29.1 60.9 96.0
1.02 0.96 0.35 0.64 1.25
q=0.3 66.3 94.4 34.3 58.3 94.5
0.84 1.0 0.42 0.61 1.23
BTE RE
q=0.4 79.5 83.8 35.2 45.2 98.4
1.01 0.89 0.43 0.47 1.28
q=0.5 40.8 77.4 38.0 94.4 94.0
0.51 0.82 0.46 0.99 1.23
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Figure 11: ¢,,(BTE, 3, q)| % For the Variable State Structure HMM Design

From Table 4 and Table 6 the best success rate for each class and its indicating Health Factor (1,.) are plotted in Figure
12. It shows that the best ¢ for the Vowels and Silences classes was achieved using the fixed structure HMM. The best ¢
for the Plosives, Fricatives, and Nasals classes was achieved using variable structure HMM. The Health Factor n,. > 1 for
Vowels and Silences classes in the fixed and variable structure HMM is an enhancement of the baseline model.
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Fioure 12: Best Results for Classes

By comparing our results with [17], which used the same database (TIMIT) and the same classes, the best result was
achieved by the proposed approach BTE using Tsallis entropy, which equals 75.85% compared with [17], which equal
74.11 %. The vowels class was achieved by 97.2%; by comparing with [17], which is 91.7 %. Plosives class was
achieved by 94.4% by comparing with [17], which is 92.5 %. The Silences class was achieved by is 99.9% by comparing
with [17], which is 99 %. These results have been improved using various entropy functions with BTE feature extraction,
which are Tsallis and Renyi entropy instead of Shannon entropy, which was used in [17].

6 CONCLUSIONS
This paper focused on enhancing the BTE feature extraction technique. The first issue that affects the success rate of
BTE in classification is the type of entropy. Shannon entropy (SE), Renyi entropy (RE), and Tsallis entropy (TE) are
used. The highest overall success rate of 75.85% was achieved using Tsallis entropy. The best success rate for the
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Vowels class is 97.2%. This is achieved using fixed structure HMM and entropy RE with entropy order 0.2. The health
factor indicates a 1.15 enhancement relative to the baseline model. The best success rate for the Plosives class is 94.4%.
This is achieved using variable structure HMM and entropy TE with entropy order 1.5. The health factor indicates 1.0.
The best success rate for the Fricatives class is 82.6%. This is achieved using variable structure HMM and entropy TE
with entropy order 0.2. The health factor indicates 1.0. The best success rate for the Nasals class is 94.4%. This is
achieved using variable structure HMM and entropy RE with entropy order 0.5. The health factor indicates 0.99. The best
success rate for Silence's class is 99.9%. This is achieved using fixed structure HMM and entropy RE with entropy order
0.3. The health factor indicates 1.12 enhancement for the baseline model. The highest overall success rate 75.85% is
achieved by BTE using Tsallis entropy compared to similar work that was using BTE with Shannon entropy in [17],
which gave 74.11%. This indicates that Tsallis entropy is more efficient than the Shannon entropy. In the future, other
classification techniques instead of HMM such as Recurrent Neural Network (RNN) can be used, also Convolutional
Neural Networks (CNN) to improve the results. In addition, using the results obtained in this paper to enhance Mel
scaled Best Tree Image (MBTI) used in [17] will achieve better results.
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