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Abstract: This paper provides a summary and review of embedding based recommender systems.  
Word embedding frameworks like word2vec were originally developed for NLP tasks. However, they were quickly adopted in 
recommender systems to construct hybrid recommenders that incorporate side information in addition to user-item interaction to 
overcome common problems in recommender systems like cold start and popularity bias. 
However, there are several proposed recommender systems that utilize embedding layers and each of them has its own strengths and 
weaknesses. A review and comparison between these different approaches is presented in this work. First, normal word embedding 
for NLP is introduced then different recommenders that utilize this method are presented and compared. Different evaluation metrics 
and standard datasets used for embedding based recommender systems are discussed afterwards and finally a unified comparison of 
all these datasets and evaluation metrics is presented in order to facilitate comparison between different embedding-based 
recommenders. Future work is then presented and discussed. 
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1 INTRODUCTION 
A. Traditional Recommender Systems Approaches.
Recommender systems saw a great rise in their importance with the emergence of E-Commerce platforms ( like Amazon)
and online content platforms ( like Netflix ) which have a very large number of items in their inventory and are trying to
customize the experience of each user on their platform by displaying items that might be of interest to each specific user
individually. Traditional recommenders can be divided mainly into Collaborative Filtering (CF) [1], [2], [3] methods and
content-based methods [4]. Collaborative filtering methods rely on user – item interactions to predict what items a user
will be interested in based on what similar users already like. They depend on a matrix named user-item matrix that stores
the interactions between each user and all the items in store. The factorization of this matrix can be done using embeddings
as detailed in [5] and [6]. This method is very powerful in uncovering hidden patterns and non-obvious interactions between 
items. However, they fail in recommending new items to existing users or recommending existing items to new users which
is known as the cold-start problem. On the other hand, content-based methods used user and item attributes to recommend
items to users which makes them able to mitigate the cold start problem as they rely on item attributes which can be added
upon adding new items to the items databases or user attributes which can be collected from the user upon sign up (which
explains why several music and content platforms ask their new users to select a number of items they like during sign up).
Hybrid recommenders [7] try to capture associations between users and in the same time use side information from users
and items to solve the cold start method. Several of the embedding based methods discussed in the next section are qualified
as hybrid approaches as they use the user and item embeddings in addition to the user-item interaction matrix to overcome
the cold-start issues.

B. Word Embeddings
The embedding concept in machine learning was first introduced in [8] and [9] which dramatically improved many NLP
tasks. The idea is to use neural networks to represent each word in a vocabulary using a fixed size vector and the words
that are semantically together will be closer to each other in that space because they are surrounded by similar words. The
word embedding model is pre trained on a certain corpus and then this pre trained model is used to give each word a vector
representation. For example, the vectors of the words ‘Man’ and ‘King’ are close to each other so are the vectors for the
words ‘Woman’ and ‘Queen. There are two methods to implement word embedding. One is Continuous bag of words
(CBOW) where a certain number of the preceding and following words is used to train the model or Skip gram where the
word is used to predict the surrounding words. In both models, a single hidden layer is used to train the embedding layer
weights to either predict the word vector based on N surrounding words or use the current word to predict N surrounding
vectors. The window size and the embedding vector size are tuned hyperparameters depending on the amount of text
available to train. Note that in both cases, we are not interested in the input or output layers but rather the weights of the
hidden layers which are then used to return the vector representation of any word in the corpus for further tasks.
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2 EMBEDDING LAYERS IN RECOMMENDERS.

A. Vanilla Implementations of Word Embeddings in NLP.
Although embedding layers were developed for NLP tasks, the idea was soon adopted in several other domains where
input vectors are sparse. Most notably, in recommender systems where the user-Item matrix Is usually a very sparse matrix
with many 0s are found. Some vanilla implementations like item2vec [10] and prod2vec in [11] used the same embedding
layers but instead of words used products and represented each user by a product vector and used embedding layers to find
users that are close to each other in this product space or similarly find embeddings of products that are close to each other
in the user space. Also, Neural Personalized Embedding (NPE ) in [5] tries to extend traditional matrix factorization
recommenders by adding item embeddings to resolve cold-start problems. A practical implementation of this method in
pharmaceutical retail recommenders is presented in [12].

B. Using Embeddings and Deep Learning for Hybrid Recommenders.
Although the previously mentioned methods are similar to latent vector factorization in the essence that they replace the
latent vector with the output vector from the embedding layer. However, this opened the way to use user and item metadata
in addition to user-item interactions to create hybrid recommender systems that rely on user profiles, item metadata as well
as the interaction between the users with almost little to no modification to the same method. This solves the cold start
problem where we have no information about new users or new items introduced to the system. This approach is presented
in frameworks like meta-prod2vec and lightFM which will be discussed later. Meta-prod2vec [13] combines meta data of
the input product and the products visited right before or after the item in question but does not address user metadata.
Cofactor [14] uses the matrix factorization interpretation of word2Vec by Levy and Goldber in [15] to factorize the item
co-occurrence matrix in addition to the user-item matrix.
RME [16] builds on Cofactor and also adds the factorization of two other matrices the co-liked co-occurrence and the co-
disliked co-occurrence matrices as well. One of the earliest applications of user embeddings in production systems is
presented in [17] on YouTube video recommendations. LightFM [18] however, uses both user-item matrix as well as two
other matrices which are user feature matrix and item feature matrix. The final embedding is given by the dot-product of
the user and item representations adjusted by adding the user and item feature biases. This provides a robust solution to
cold start problems for either new products or new items, in which case the user-item interaction for this new product or
user is empty so we rely on user or item meta-data to recommend products similar in their meta-data to this new product
(in the case of a new product) or recommend items most popular with users similar in their meta-data to a new user. It
remains one of the most widely used recommenders in industry until now.

C. Using User Embeddings as Inputs to Neural Networks with Different Architectures.

RecDNNing[19] concatenates user and item embeddings into a fully connected layer to achieve similar output. 
Wide and deep [20] combines a “Wide” component which is a generalized linear model with nonlinear feature 
transformations (like cross product transformation) with a “deep” component which consists of the embeddings of user 
and item meta-data to achieve better results as shown in Figure 1. 

Figure 1 Wide and deep architecture [20] 

Another novel architecture to wide and deep is presented in deep and cross [21] which proposes a novel cross network 
architecture to improve the wide and deep network performance. The network details are presented in Figure 2. 
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Figure 2 Deep and Cross architecture [21]  

Similarly, a compressed interaction network (CIN) is presented in xDeepFM [22] presented in Figure 3. 

Figure 3 CIN architecture [22] 

3 DATASETS
This section discusses some of the most used open-source recommender system datasets used in the mentioned 
recommender systems frameworks as well as other recommender systems in literature as well. Some work uses proprietary 
datasets from the company / institute where the work is done that are not published or shared with the community. This 
makes it more difficult to reproduce and benchmark these methods against other methods using the same datasets.  

A. Movielens [23]
This dataset is the most widely used dataset in recommender system literature.
It was collected from the website (movielens.umn.edu) by the GroupLens research project at the university of Minnesota
between September 19th, 1997 and April 22, 1998.
It contains 100,000 ratings between 1-5 from 943 users to 1682, where each user at least rates 20 movies and basic user
information like age, gender and occupation is described. Later, a larger version of the dataset was released with 25 million
records recorded between 1995 and 2019 [23], [24].

B. Million Songs [25]
Similar to the Movielens dataset, this dataset contains user ratings for almost 1 million songs. It was released by the website
last.fm in 2011. It has different variations with more values like the 10M songs, 25M songs and 30M songs datasets.

C. Book Crossings [26]
This dataset Contains 278,858 users (anonymized but with demographic information) providing 1,149,780 ratings (explicit
/ implicit) about 271,379 books.
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D. Dianping
Dianping is a famous user review website in China. Authors in [22] used the last 3 visited places for each user to predict
his next most likely place to visit. Other datasets provided from Amazon, Good Reads and steam gaming platform are
summarized in the repository in [27].

E. Arxiv [28]
Authors in [14] used the Arxiv website’s log data between January and December of 2012 as a user-paper (or user-item)
clicks dataset.

F. Cross Validated [29]
Authors in [18] used the cross validated dataset from Stack-Exchange website network data dump  to recommend
questions to users so they can answer them.

G. Criteo [30]
Authors in [22] used the Criteo Dataset which is a famous advertising click through prediction dataset to predict whether
a user will click an advertisement given the page he is currently in.

H. Online Retail [31]
This dataset contains E-commerce transactions for an online retailer during the period between Dec 1,2010 to Dec 9,
2011.

I. Taste Profile [32]
This dataset contains users’ song playing activity on the Echo Nest online song platform it is listed under the Million
songs dataset [25] Umbrella.

J. Bing News [33]
This dataset is part of Bing News MIND dataset for news recommendation.

4 EVALUATION METRICS
This section explains the most common evaluation metrics used to asses recommender systems. 

A. Normalized Discounted Cumulative Gain (NDCG) [34]
Normalized Discounted Cumulative Gain (NDCG) is one of the main metrics used to asses recommender systems. It is a 
measure that was first used in information retrieval that assesses the ranking quality of returned results. It is calculated  
as:  

𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 =
𝑁𝑁𝑁𝑁𝑁𝑁 

𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼 𝑁𝑁𝑁𝑁𝑁𝑁

where 

𝑁𝑁𝑁𝑁𝑁𝑁 =
1
𝑁𝑁

 ��
𝑔𝑔𝑢𝑢,𝑖𝑖𝑗𝑗

log𝑏𝑏(𝑗𝑗 + 1)

𝐽𝐽

𝑗𝑗=1

𝑁𝑁

𝑢𝑢=1

 (1) 

 where gu,i is the gain from recommending item i to user u and Ideal DCG is the DCG when every item is recommended 
to the user in the correct order. NDCG @ N ( or sometimes NDCG @ K ) is the NDCG calculated by recommending the 
Top N items only. Usually N is equal to 5 or 10 as these are the items usually recommended to users. 

B. Precision and Recall [34]
In the context of recommender systems, precision and recall are used when the target of the assessment of the recommender 
is to predict whether a user will like a certain item being recommended to him or not. They are calculated as normal 
precision and recall (referred to as hit rate in some contexts) would be calculated however they are usually calculated on 
the top N items like NDCG as well. 

C. RMSE, MAE and MAPE [34]
Other recommenders try to predict the user’s rating for certain items based on his rating of previous items. These websites 
usually ask the customer to give a rating to each item and usually in the form of 5-star rating system. In these cases, normal 
regression metrics are used to assess the recommender’s ability to correctly predict user’s taste RMSE (Root Mean Square 
Error), MAE (Mean Absolute Error) and MAPE (Mean Absolute Percentage Error) are used in such cases and the 
recommended items are ranked in a descending order according to their predicted user rating. 
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5 RESULTS  
This section summarizes the results reported on the discussed recommenders as well as the datasets used in each one.  
Results are either reported by the authors of the work where the recommender was first introduced  or authors of later work 
in comparison to the original work for benchmarking. All results are detailed in Table 1, where every recommender is 
listed along with the datasets it was used on and the metrics that were used to assess the recommender either in the original 
work where the recommender is first published, or in later work where other authors benchmark their  work against SOTA 
recommenders at the time of publication. It is evident that most assessments either use NDCG@K or Recall@K (which 
are explained in the previous sections) and the value of K is either 10 or 20. This is related to the fact that usually the 
industrial applications of recommender systems involve placing these top recommended items in a special section of the 
homepage of the website or application that is recommending these items. 

TABLE I 

DETAILED RESULTS OF DIFFERENT EMBEDDING-BASED RECOMMENDER-SYSTEMS

 
 
 
 
 
 
 
 
 
 

 

Recommender Dataset Metric  result reported in  Notes 

item2vec 
Microsoft 

Xbox Music 
service 

accuracy 0.82 [10] 
private dataset, reported on the top 

10K popular artist , other top N 
results are detailed in [10] 

NPE 

ML-10M  

Recall @20 0.1497 [5]  

NDCG @20 0.1449 [5] 
  

Online Retail 

Recall@20 0.2296  [5] 
  

NDCG@20 0.1742 [5] 
  

Taste Profile 

Recall @20 0.1788 [5] 
  

NDCG @20 0.1594 [5] 
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TABLE I:  

DETAILED RESULTS OF DIFFERENT EMBEDDING-BASED RECOMMENDER-SYSTEMS-(CONTINUED)

 
 
 

prod2vec e-mail 
receipts sent 
to users who 
voluntarily 

opted-in  

CTR vs 
control group 
of normal ads  

9.81% uplift  [11] prediction accuracy was compared 
but no numerical results only that 

prod2vec and its variants 
outperformed baseline models 

e-mail 
receipts sent 
to users who 
voluntarily 

opted-in  

YR vs control 
group of 

normal ads 

7.63% uplift  [11]  
Private dataset not available online   

30 Music 
Dataset  

Hit Rate at 10 0.017 [13]   

30 Music 
Dataset  

Hit Rate at 20 0.0101 [13]   

30 Music 
Dataset  

NDCG at 10 0.105 [13]   

30 Music 
Dataset  

NDCG at 20 0.113 [13]   

meta-
prod2vec 

30 Music 
Dataset  

Hit Rate at 10 0.0292 [13] ensemble of meta-prod2vec and Co-
Count based item pair similarities 

30 Music 
Dataset  

Hit Rate at 20 0.018 [14] 

30 Music 
Dataset  

NDCG at 10 0.144 [14] 

30 Music 
Dataset   

NDCG at 20 0.161 [14] 

Cofactor  ArXiv  Recall at 20 0.067 [16]   

ArXiv  recall at 50 0.11 [16]   

ArXiv  NDCG at 100 0.079 [16]   

ArXiv  MAP at 100 0.021 [16]   

Movie Lense 
20M  

Recall at 20 0.145 [16]   

Movie Lense 
20M  

recall at 50 0.177 [16]   

Movie Lense 
20M  

NDCG at 100 0.172 [16]   

Movie Lense 
20M  

MAP at 100 0.055 [16]   
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TABLE I:  

DETAILED RESULTS OF DIFFERENT EMBEDDING-BASED RECOMMENDER-SYSTEMS-(CONTINUED)

 
 
 
 
 
 

 Taste Profile Recall at 20 0.208 [16]   

Taste Profile recall at 50 0.3 [16]   

Taste Profile NDCG at 100 0.268 [16]   

Taste Profile MAP at 100 0.111 [16]   

YouTube YouTube Watch 
data (no reference 

of data 
availability online 
for reproduction) 

holdout MAP  0.13 [17] example age (when did the user watch 
this video) is used during training , 
among other metadata features as 

well 

LightFM Cross Validated ROC AUC 0.695 [19] warm start 

Cross Validated ROC AUC 0.696 [19] cold start 

Movie Lens ROC AUC 0.763 [19] warm start 

Movie Lens ROC AUC 0.716 [19] cold start 

RecDNNing MovieLens-100K  RMSE 0.62 [19]   

wide and deep  Google play app 
download data 

offline AUC 0.728 [20] Private dataset not available online 
for reproduction  

Google play app 
download data 

online 
acquisition 

gain 

3.90% [20]   

Criteo  AUC 0.8  [20] 
 

  

Criteo  Log Loss 0.449  [20] Depth=3 

Dianping  AUC 0.8361 [20]    

Dianping  log Loss 0.3364 [20]  Depth=2 

Bing News AUC 0.8377  [20]   
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TABLE I:  

DETAILED RESULTS OF DIFFERENT EMBEDDING-BASED RECOMMENDER-SYSTEMS-(CONTINUED)

 

6 CONCLUSION  
Although embeddings were originally developed for NLP tasks, it was proven to be instrumental in solving other problems 
and tasks. Most notably in recommender systems as discussed in this work. This makes NLP breakthroughs like 
embeddings, transformers, GPT, etc.; instrumental not only for the advancement of NLP itself but also for other domains 
and Machine learning tasks as well prompting NLP to be the spearhead of innovation in the machine learning and Data 
science domain in general by drawing parallels between NLP tasks and other tasks in different domains like the case 
discussed in this work. However, unlike NLP where work is done mainly on publicly available datasets for benchmarking 
and comparison, we see a lot of work in recommender systems being done on proprietary datasets that cannot be shared 
for reproduction, comparison and benchmarking. This is mainly found in research coming from industrial companies as 
they face difficulty sharing datasets that contain user behavior even if anonymized due to legal or competitive reasons. 
This stresses the need for more publicly available datasets especially ones that contain both user and item side information 
for the use in hybrid recommenders as they are quickly becoming the state of the art in recommender systems. Finally, this 
work summarizes different Recommender systems that utilize embedding layers as the basis of their architecture and 
summarizes their results against one another on different datasets and across the different metrics reported either by the 
recommender’s authors or by other authors comparing their work to it for benchmarking.  
 
7 Future Work  
With the move to transformer-based networks in NLP, recent literature in NLP is trying to use transformers for 
recommendation like bert4rec [35] a similar survey is needed to compare and survey transformer-based recommender 
systems as well. Also, each of these frameworks uses a different dataset and a separate set of evaluation metrics to assess 
their performance, a unified benchmarking framework would help directly comparing these frameworks and identify the 
areas of relative strength and weaknesses. The industrial implementation presented in [36] by Microsoft is a very 
representative example of such efforts where several recommenders from the aforementioned ones are implemented using 
Python programming language. However, these algorithms are not yet compared using the same metrics and datasets using 
these implementations. 
 
 
 
 
 

 Bing News log Loss 0.2668 [22]  Depth=2 

xDeepFM 

Criteo AUC 0.8052 [22]  Depth=3 

Criteo log Loss 0.4418 [22]  Depth=2 

Dianping  AUC 0.8639 [22]  Depth=3 

Dianping  log Loss 0.3156 [22]  Depth=3 

Bing News AUC 0.84 [22]  Depth=3 

Bing News log Loss 0.2649 [22]  Depth=2 
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 أنظمة الترشیح باستخدام طبقات التضمین
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: ملخص  

 
 (Embedding Layers) تقدم ھذه الورقة البحثیة تلخیصاً وإستعراضاً لانظمة الترشیح التي تعتمد على طبقات التضمین للكلمات

 
 التعلم الآلي للغات.  أجل مھامطورت خصیصاً من  )WORD2VECإن أطر عمل تضمین الكلمات مثل (

 
ناصر أو المنتجات إلا أنھ سرعان ما تم تطویعھا واستخدمھا لبناء أنظمة ترشیح ھجینة تعتمد على معلومات إضافیة إلى جانب معلومات تفاعل المستخدم مع الع

  للعناصر المشھورة. التي یقوم النظام بترشیحھا لتجنب مشاكل معروفة مثل البدایة الباردة للعناصر الجدیدة أو الانحیاز
 

  طبقات التضمین في ترشیح الاشیاء إلى أنھ لكل منھا نقاط قوة وضعف تستعرضھا ھذه الورقة بالتفصیل. ھناك العدید من الانظمة المقترحة التي تستخدم
 

  التي تستخدم تضمین الكلمات. نظمة الترشیح المختلفةأولاً، یتم تعریف أنظمة تضمین الكلمات المستخدمة في التعلم الآلي للغات. بعد ذلك یتم تعریف ومقارنة أ
 

  بعد ذلك یتم تعریف المقاییس المختلفة المستخدمة لتقییم أنظمة الترشیح ومجموعات البیانات القیاسیة المستخدمة في تقییم ھذه الانظمة.
 

 مقارنة وتقییم ھذه الانظمة.وفي النھایة یتم وضع مقارنة موحدة لكل ھذه الانظمة وتقییماتھا لتسھیل  
 

 الكلمات المفتاحیة:
 أنظمة الترشیح، تضمین الكلمات، الشبكات العصبیة، التعلم العمیق
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