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Abstract: In this paper the principle of triangulation is used as a basic method for range 

estimation. However, when the target directions are nearly collinear relative to the baseline 

the ratio of IR energy absorbed at the end of a baseline has to be introduced in a measurement 

vector to obtain acceptable results. In that case, a recursive estimator for the extinction 

coefficient that describes the influence of the atmosphere also must be applied. Both methods 

are implemented within the extended Kalman filter type target state estimator. The results 

obtained by simulations and experimental data processing show the advantages but also the 

disadvantages caused by saturation effect when the target is close enough to one of the 

sensors. The appropriate hybrid approach in application of algorithms, triangulation and 

proposed method with extended measurement vector, is suggested as a solution. 
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Introduction 
Target tracking and detection based on active sensors often is impossible on modern 

battlefield. Sensors can be quickly detected and destroyed by homing missiles. The use of 

passive infrared (IR) sensors is suggested as a solution [1]. They are recognized as providing 

a precise bearing only target location. Range information can also be extracted through fusion 

of data from two or more such sensors. An overview of the existing literature devoted to these 

topics suggests two main approaches. One of them is to design efficient data fusion obtained 

from the sensor net-work [2, 3], while the other addresses the synthesis of intelligent 

algorithms for non-measurable distance estimation based on measurable angles [4]. In a case 

where only two passive sensors are used (the so-called single baseline method), there is a 

direction in which all precision in the triangulated target range is lost. This phenomenon is 

known as 'geometric dilution of precision' (GDOP). A solution based on use of two 

orthogonal baselines is offered in [5]. The individual performance of each of the baselines 

follows the mathematics of the single baseline model. Thus, it is possible to eliminate the 

geometric dilution problem by switching between baselines at performance crossing points. It 

can be shown that the crossover points depend primarily on the ratio of the two baseline 

lengths [5]. Additionally, in the early 1960s, several patents were approved which related a  

'hot' target's IR signal attenuation to range [6, 7]. Both of these schemes applied the principle 

that the ratio of signal attenuation in two narrow IR bands, with known but nominally 

different atmospheric attenuation coefficients, could be related to range. 
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However, both methods required prior knowledge of the target's IR spectrum, an assumption 

that can be easily disqualified with today's counter-measure tactics. In [8] a new method 

based on the application of two sensors with the same spectral characteristics is proposed. 

This approach does not require a prior knowledge of the target's IR spectrum, providing that 

some other problems, such as synchronization of the sensor movement, track-to-track 

association and so on, are solved properly. The solution is based on target state estimation, 

using the extended Kalman filter (EKF) with the measurement vector augmented by the ratio 

of IR energy adsorbed by the sensors, simultaneously with recursive estimation of the 

atmospheric attenuation parameter. A limitation of the algorithm proposed in [8] appears 

when the distance between the sensors and the target is less than the value determined by the 

maximum output power of the sensors. If target is near to one sensor, it operates close to the 

saturated area and provides unreliable data. This paper suggests a hybrid approach to target 

tracking problem based on estimation from two described algorithms: triangulation method 

and triangulation extended with sensors' IR energy ratio. Instead of simple switching between 

the algorithms, two estimations are merged with confidence parameter, which is result of 

fuzzy reasoning process. Fuzzy controller is designed in accordance to the problem approach 

[9], and it estimates working conditions of both algorithms, enabling smooth interchange to 

method which generates lower mean estimation error. The results presented through 

simulations and experimental data show that the proposed solution can be implemented in 

combat systems to enable more efficient operation under real battlefield conditions. 

 

 

Ranging System Based on Angle Measurements and Extended Kalman 

Filtering: Method A1 
Figure 1 illustrates the geometry relations among the target and passive sensors. The distance 

between sensors 
1S  and 

2S  is the baseline length d, while angles 
1 2 1 2, , ,and      are the 

appropriate azimuths, and elevations, respectively. If the origin of the tracking coordinate 

system is located at the position of sensor S1, the position of the target is expressed as: 

 

   
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   
 1 2 2

1

1 2 1 2

tan
; ; tan

tan tan tan tan

dd
x y z x y




   


    

 
 (1) 

 

 
Fig. 1   Geometry Relations among the Target and Passive Sensors. 

 

This method is frequently used in practice and is known as 'the principle of triangulation' [10]. 

Bearing in mind the stochastic nature of the target line of sight (LOS) angles, the EKF is used 

for target state estimation [10]. The target dynamics at the kth
 sampling interval are modeled 

in the state space form as:   
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1 1( ) ( 1) ( 1)k k k   X FX   (2) 
 

In the above equation, X1 is the target state vector defined by: 
 

 
T

1 x x x y y y z z zX  (3) 
 

Matrix F in (2) is defined, for the sampling interval T as: 
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where O3 is the square three-dimensional zero matrix. The random sequence v (k  — 1) is a 

zero-mean white Gaussian state (process) noise with a known covariance matrix: 
 

( ) ( ) ( , )Tk j k j     E Q   (5) 
 

where 
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 (6) 

 

with q  being the variance of the process or state noise, and δ(k ,  j)  being the Kronecker delta 

symbol. Discrete time measurements are modeled as: 

 

 1 1( ) ( ) ( ), 0,1,2,...k h k w k k  Ζ X  (7) 
 

where Z1(k )  is the four-dimensional vector that consists of target azimuth and elevation 

angles [
1 1 2 2, , ,    ]

T
. The non-linear function h[X1(k)] stands for transformations from 

Cartesian to polar coordinates, which are given by: 
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 (8) 

The random sequence w(k) represents a zero-mean white Gaussian measurement noise with a 

known covariance matrix, that is: 
 

      2 2 2 2, , diag
T

w k w j k j               1 1 1E R R  (9) 

with 
2 2,   being the variances of angle measurement noises. The EKF equations (in the 

usual notation) are [10, 11]: 
T

1 1 1
ˆ( ) ( 1)k k  P FP F Q   (10) 

1 1( ) ( ) ( ) ( )k k k k T

1 1 1S H P H R   (11) 

1 1( ) ( ) ( ) ( )k k k k T -1

1 1K P H S   (12) 

1 1 1
ˆ ( ) ( ) ( ) ( ) ( )k k k k k  1 1P P K H P   (13) 
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where H1(k )  is Jacobian matrix: 
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with elements expressed as a result of partial derivation of (8): 
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The appropriate elements are calculated by means of the state predictions ˆ( 1),x k k   

ˆ ˆ( 1), ( 1)y k k z k k  , instead of the unknown real values  x ,  y ,  z ,  respectively. Using the 

last measurement Z1(k) and its predicted value 
1( )kZ , the state update equation is given by: 

 

ˆ ( ) ( ) ( ) ( ) ( )k k k k k    1 1 1 1 1X X K Z Z  (16) 

where ( )k1Z is calculated according to (8), together with the corresponding elements of the 

state prediction vector: 
 

ˆ( ) ( 1)k k 1 1X F X   (17) 
 

Target movement is tracked by an appropriate servo system, which minimizes the 

displacement of LOS relative to the pointing direction of the sensor. 

 

 

Ranging System Based on Augmented Measurement Vector and Extended 

Kalman Filtering: Method A2 
GDOP problem can be overcome extending the measurement vector by the appropriate 

intensity measurements of the target IR radiation. The irradiance W , at some distance r  from 

the source emitting radiation through a gaseous atmosphere, may be calculated according to:  

2a

I
W

r
   (18) 

where I  is intensity of radiation emitted by source, and a is the atmospheric transmittance 

over a designated path ( a ≤ 1). Atmospheric transmittance a is a function of wavelength, 

path length, pressure, temperature, humidity and the composition of the atmosphere. The 

factor a defines the decrease in radiant intensity because of absorption and scattering losses 

along the atmospheric path [12]. 
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Assuming narrow wavelength bands and transmission on a horizontal path through an 

atmosphere of uniform composition, the transmittance of the atmosphere 
a over a path length 

r  for radiation of wavelength λ may be expressed by: 
 

exp( )a a r     (19) 
 

where σa is the spectral attenuation. Accordingly, based on the geometry shown in Fig. 1, the 

irradiances W1 and W2 that are measured at positions S 1  and S 2  can be expressed as: 

2
exp( ) ; 1,2i a i i

i

I
W r C i

r
       (20) 

The second term in (20) represents background noise irradiance, where C  is an unknown 

parameter that describes the intensity of this noise, and ξi , i = 1,2  is the random variable with 

a Rayleigh distribution and a unity mean value [12]. The ratio of the irradiances W1, W2 that 

are measured at positions S 1  and S 2  can be expressed as: 

   

   

2

2 2 22

2
1 1 1 1

exp

exp

a

a

I r r CW

W I r r C

 

 

 


 
  (21) 

In the ideal case, in the absence of background noise irradiance (1= 2 = 0), the theoretical 

value of this ratio would be: 

  
2

2 1
2 12

1 2

exp a

W r
r r

W r
     (22) 

However, the presence of background noise irradiance creates a shift from this theoretical 

value, and this shift can be modeled as a random variable 3. 

  
2

2 2 1
3 2 1 32

1 1 2

exp a

r

W W r
w r r

W W r
  

 
       
 

 (23) 

Based on (21) and (23) this random variable 3 may be expressed as a function of variables 1, 

2 and ranges r1 and r2: 

   

   
  

2 2
2 2 2 2

3 2 122
11 1 1

exp
exp

exp

a

a

a

I r r C r
r r

rI r r C

 
 

 

 
   

 
 (24) 

It is reasonable to use the measurable ratio w as an additional input for EKF, while 3 may be 

considered an additive measurement noise. Beginning with the assumption that the random 

variables 1 and 2 are independent, analysis presented in [8] points out that the mean value of 

3 is negligible if the background noise irradiance C is low enough, compared to the 

irradiances W 1  and W 2 . In this case, the EKF with an extended measurement vector Z2(k) 

consisting the appropriate angles (the target azimuth and elevations relative to both sensors), 

and the ratio of irradiances W2 / W 1  =  w  is employed; that is: 

 
T

2 1 1 2 2 w   Z   (25) 

The measurement matrix H1 must also be augmented with the additional row: 

 0 0 0 0 0 0w w x w y w z      H  (26) 

where: 

  
2

2 1
2 12

1 2

exp a

W r
w r r

W r
      (27) 

and the appropriate elements are given by: 
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 (28) 

 
 

Of course, the distances: 

 
22 2 2 2 2

1 2and          r x y z r x y d z        (29) 

are calculated as before, based on the predictions of the target ˆ( 1),x k k   

ˆ ˆ( 1), ( 1)y k k z k k  instead of the real unknown values x, y, z, respectively. The 

approximation (27) is obtained by neglecting the second terms in the appropriate expression 

(23), since these terms are significantly smaller than the first terms which apply when an 

actual target is present. It is evident from the above that instead of the matrix H1 in (14), the 

new measurement matrix should be defined as: 

  
T

T T

2 1 wH = H H   (30) 

and the corresponding covariance matrix R2: 

  2diag diag w   2 1R R   (31) 

should be used instead of the matrix R1 in (9), with  
2

w being the variance of the irradiance 

ratio w. A detailed analysis of the statistical properties of the random variable 3, which is 

presented in the [8], shows that for different target flight scenarios and sensor characteristics 

the variance of this random variable does not exceed 0.008  ( 2

w  ≤ 0.008). As such, in order to 

obtain a robust estimation of the signals, the maximum value 2

w = 0.008 can be adopted in 

defining the covariance matrix R2. 

 

 

Fuzzy Controller Design 
Analysis in [8] shows that methods for passive target tracking, named A1 and A2, have 

various advantages, but some disadvantages in special configurations still remain. The 

method A2 is superior in cases when the target is distanced from both sensors; hence method 

A1 generates more acceptable results in cases when one of the sensors operates close to the 

saturation, and if the geometric dilution of precision is not apparent. The main goal of this 

research is to join estimations from methods A1 and A2 in one single hybrid estimation. The 

state vector estimations of the methods A1 and A2 is denoted by  ˆ k1X and 

 2
ˆ kX respectively, and the final state estimation is computing from the following equation: 

          1 2
ˆ ˆ ˆ1H k k k k k     X X X  (32) 

where  k  is the nonnegative scalar, and can assume values from the interval [0,1]. If one 

of the sensors operates close to saturation, then parameter ζ is close to zero, whereas for the 

large dilution of precision and large values of r1 and r2, parameter ζ is close to one. This 

linguistic interpretation of solution for the problem of synergy of two target tracking 

algorithms is convenient for translation into the language of if-then rules, and it is well known 

that fuzzy logic is most effective when point of departure is a human solution [13]. 

For the subject case, the selected output variable of the FLC is the parameter ζ, and the 

interval [0,1] is selected as the domain of membership functions attributed to the output 

variable. The input variables of the FLC are the dilution of precision fuzzified measure- f D O P  
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and distances relative to sensors. Figure 2 shows the membership functions of the linguistic 

variables distances r i ,  i  = 1,2. Variables r1, and r2 signify the distances between the target 

and the first and second sensors respectively. 
 

 
 

Fig. 2   Definition of Membership Functions for Distances ri , i = 1,2 

 

The linguistic variable d is ta n c e  is defined through three membership functions: n e a r ,  

m id d le  and far, whose parameters are adjusted in accordance with results presented in [8]. 

Accuracy decreasing of the triangulation method A1 is detectable in case where angle λ1 is 

approximately equal to the angle λ  2, what is potential outcome of two scenarios. For large 

distances r1 and r2, angle λ1 is close to λ 2, in which case algorithm A2 generates better 

estimation [8]. In the second scenario, when the target directions λ1 and λ 2, are nearly 

collinear relative to the baseline, method A1 produces unacceptable results [8]. The third 

input of hybrid fuzzy target tracking algorithm is linguistic variable fuzzy dilution of 

precision - f D O P ,  which denotes the fuzzy measure of collinearity of the directions to the 

target, formed based on: 
 

1 2DOPf      (33) 
 

and the corresponding membership functions are shown in Fig. 3. 

  

 
 

Fig. 3   Definition of Membership Functions for Linguistic Variable fDOP 

 

Membership function b ig  denotes the major dilution of precision, and the results of the 

algorithm A1 are almost unacceptable. In the case when values of f D O P  are fitted in 

membership function m id d le ,  results of algorithm A1 can be accepted with more 

confidence, especially if algorithm A2 operates in poor defined area (short distances to 

sensors). If f D O P  is zero and distances to sensors are short, then the outputs of algorithm A1 

should be taken as the outputs of hybrid algorithm. The designed FLC is of the Takagi-

Sugeno type, with three inputs: two distances between the target and the sensors (r1 and r2) 

and the fuzzy dilution of precision - f D O P , and one output: confidence parameter ζ. For  

T-norm, the minimum method was selected, and for S norm the maximum method was 

selected. The fuzzy rules base for hybrid target tracking algorithm are shown in Table 1. 
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The set of rules is comprised of 27 rules, and rules are defined in accordance with preceding 

considerations. Namely, when estimated distance to the target is big, relative to both sensors, 

maximal value is selected for parameter ζ , and advantage is given to the A2 algorithm. 

Further, as these distances come shorter, the influence of A1 algorithm is increasing, 

according to the value of f D O P  variable. Figure 4 shows control surface for distances r1 and 

r2. Value of parameter f D O P  is fixed on 5 degrees. The control surface has two plateaus, one 

for 0  , when the distances r1 and r2 are short, and other for 1  , when r1 and r2 have large 

values. Tuning of hybrid fuzzy regulator is done via computer simulations for different initial 

conditions and target's trajectories. 
 

 

Table 1. Hybrid Algorithm - Fuzzy Rules Base. 
 

Rule r1 r 2 fD O P  ζ   Rule r1 r 2 fD O P  ζ  

1. n e a r  f a r  b i g  1  15. m i d d l e  m i d d l e  z e r o  0 

2. n e a r  f a r  m i d d l e  1  16. m i d d l e  n e a r  b i g  0.5 

3. n e a r  f a r  z e r o  1  17. m i d d l e  n e a r  m i d d l e  0.2 

4. n e a r  m i d d l e  b i g  0.5  18. m i d d l e  n e a r  z e r o  0 

5. n e a r  m i d d l e  m i d d l e  0.2  19. f a r  f a r  b i g  1 

6. n e a r  m i d d l e  z e r o  0  20. f a r  f a r  m i d d l e  1 

7. n e a r  n e a r  b i g  0.5  21. f a r  f a r  z e r o  1 

8. n e a r  n e a r  m i d d l e  0  22. f a r  m i d d l e  b i g  1 

9. n e a r  n e a r  z e r o  0  23. f a r  m i d d l e  m i d d l e  1 

10. m i d d l e  f a r  b i g  1  24. f a r  m i d d l e  z e r o  1 
11. m i d d l e  f a r  m i d d l e  1  25. f a r  n e a r  b i g  1 

12. m i d d l e  f a r  m i d d l e  1  26. f a r  n e a r  m i d d l e  1 

13. m i d d l e  m i d d l e  b i g  1  27. f a r  n e a r  z e r o  1 

14. m i d d l e  m i d d l e  z e r o  0.5       

 

 

 
Fig. 4   Control Surface for Distances and fD O P  = 50000. 

 

 

Hybrid Algorithm Description 
We propose a new hybrid structure, shown in Fig. 5. System's input variables are the azimuth 

and elevations relative to both sensors [λ1, φ1, λ2, φ2]
T, and the ratio of irradiances W2/W1. 

Algorithm 1 utilizes azimuths and elevations, and Algorithm 2 takes into account all input 

variables. Extinction coefficient σa (block f) is estimated according to [14]. Algorithms 1 and 

2, and fuzzy logic controller (FLC) work in parallel. Final state estimations are produced in 

block (g). 
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Fig. 5   Hybrid Algorithm Block Diagram 

 

 

Simulation Results 
The scenario based on which the flight of the target was simulated is as follows: the initial 

position of the target was determined by the vector [x(0),y(0),z(0)] = [5000,300, —600], with 

the initial velocity vector [vx(0), vy(0), vz(0)] = [-7, -5, -1]. During the simulation there were 

accelerations along x-, y-, and z-axes, ax = 6, ay = -3, and az = -1. All quantities are given in SI 

metric system. The kinematics initial conditions of the target were assumed to be: 
 

ˆ ˆ ˆ(0) 4950m (0) 320m (0) 620mx y z     (34) 
 

Other initial conditions were assumed to be zero. The sampling time of the measurements was 

T = 1s and the adopted baseline length was d  = 2km. The target trajectory (its y x  projection) 

is presented in Fig. 6a, whereas the corresponding azimuth measurements are shown in 

Fig. 6b. The sensors are located in positions (x = 0, y = 0, z = 0) and (x = 0, y = d , z = 0). 
 

Fig. 6   (a) The y x  Projection of the Target Trajectory; 

(b) Measured Azimuths Angles  
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The first part of the trajectory represents a case where the target LOS and the baseline are 

almost collinear. This situation is recognizable since the azimuth angles are very close to each 

other, and are both close to 90 degrees, during this part of the trajectory. The appropriate 

matrices for extended Kalman filters shown in Fig. 5 are adopted according to [8]. Figure 7 

illustrates the absolute error of distance estimation generated by algorithms A1, A2 and FLC. 

 

Fig. 7   Absolute Error of Distance Estimation by Algorithms A1, A2 and FLC 

 

Comparison between algorithms A1 and A2 (Fig. 7) during the first half of the trajectory 

shows that algorithm A2 was superior, since the information in the irradiances W1 and W2, 

although corrupted by considerable measurement noise, was useful and allowed for estimation 

quality improvement. On the other hand, during the second half of the trajectory, the 

saturation effect that appeared in the irradiance measurement W2 became significant and, 

consequently, the adopted relation between this irradiance and the distance (20) was no longer 

valid. In such cases, the extended input W2/W1 becomes useless and, furthermore, destructive, 

resulting in a performance degradation of algorithm A2. 

The designed hybrid algorithm based on FLC merges outputs of algorithms A1 and A2 in an 

expected way, as shown in Fig. 7. At the beginning of the simulation parameter ζ (32) is close 

to one (Fig. 8), and output of hybrid controller is close to the outputs estimated by algorithm 

A2. During the second half of the trajectory parameter ζ  is closing to zero and outputs of the 

hybrid system are therefore close to the states estimated by algorithm A1. In the middle of the 

simulation algorithms A1 and A2 were generated more or less comparable outputs, and the 

error in distance estimation produced by hybrid algorithm in this part of the simulation is 

among A1 and A2 errors. 

 

Fig. 8   FLC Output, the Parameter ζ 
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Experimental Results 
In order to demonstrate the applicability of the proposed hybrid approach, real data studied in 

[8] were reanalyzed. Two passive (IC) sensors, located at a distance of d  = 2km, were 

recording the irradiance of a low altitude airplane. The altitude was almost constant (50m), 

and the duration of recording was 16s with a sampling ratio of six samples/s (93 samples were 

made available). The azimuth and elevation angles of the servo-mechanisms carrying the 

sensors are shown in Fig. 9. 

 
Fig. 9   (a) Measurement Sequences: Elevation Angles; (b) Azimuth Angles  

 

The irradiances were obtained directly by measuring the sensors' output voltage, with no 

additional filtering. The adopted covariance matrices for the EKF were the same as in the 

previous simulation example. In order to compare the results, we used the available measured 

distance between the airplane and the first sensor. This distance was measured by a high-

precision radar and it is shown in Fig 10a. Figure 10b presents the absolute error between the 

measured and estimated distance generated by algorithms A1, A2 and hybrid algorithm 

(FLC). 

 

Fig. 10   Experimental Results: (a) True Distance between the Target and the First 

Sensor Measured by Radar; (b) Absolute Error of Distance Estimation 

Generated by Algorithms A1, A2 and FLC. 

 

There is no superior algorithm during the whole experiment. During the first half of the 

trajectory the algorithm A2 produced the smallest estimation error, while during the second 

half of the experiment algorithm A1 was superior. Hybrid approach merges these results in an 

expected way, like in previous simulation experiment, and therefore generates the most 

acceptable results during the entire experiment. 
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Conclusion 
This paper considers the problem of target tracking with two passive IR non-imaging sensors. 

Beginning with the EKF solution based on the triangulation principle, and the algorithm using 

the extension of the measurement vector with the ratio of IR energy adsorbed by sensors, a 

new hybrid approach to passive ranging is proposed. Hybrid algorithm, which is based on 

fuzzy reasoning, is examining target tracking conditions, and estimating confidence of both 

algorithms. Based on estimated confidence parameter, results from two algorithms are merged 

in an ultimate solution, which has lower mean error over tracking interval than input 

algorithms autonomously. 

The results obtained through simulations and experimental data show that the proposed 

solution can be implemented in combat systems to enable more efficient operation under real 

battlefield conditions. The accuracy in the case of single-baseline passive ranging systems can 

be significantly improved by the application of the proposed hybrid solution in situations 

where the target is close relative to the tracking sensors. 
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