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Abstract Cities with high population density have a 

serious problem with traffic congestion. Intelligent 

transportation systems try to overcome these problems by 

finding smart ways to detect traffic congestion. One of the 

essential issues in these systems is selecting the 

appropriate features to detect traffic congestion. Most of 

the current methods utilize motion or texture features only, 

which have their limitations. In this paper, a deep neural 

network (DNN), which has two input paths, is proposed 

for traffic congestion recognition. It handles the evolution 

of motion as well as texture through its two inputs 

simultaneously via Long Short-Term Memory (LSTM) 

layers. Gaussian noise layers are used to increase the 

generalization ability of the DNN and to enable training 

on small datasets without over-fitting. Experimental 

results applied to the UCSD and NU videos datasets assert 

the robustness of the proposed method. It achieves an 

accuracy of 98 % which is high in comparison to the 

state-of-the-art methods. 

   

Keywords: Traffic congestion; LSTM; Multi-Stream 

network.  

1 Introduction  

Congestion on the roads is a major trouble in crowded 

cities, it has bad environmental and ecological effects, and 

it causes a lot of time delays. Figure 1 gives samples of 

diverse levels of vehicles congestion; light, medium, and 
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heavy, where the latter has the highest level of congestion. 

The vision-based methods for congestion classification 

have become more reliable due to the advancement of the 

artificial intelligence and deep learning approaches. 

Recently, many methods were introduced as smart ways 

for traffic congestion classification. According to the used 

features, these methods fall into the following categories: 

motion-based [1] and texture-based methods [2], [3]. 

However, relying on motion features [1] solely could 

result in misclassifications between heavy classes that 

have completely stopped vehicles and light classes that 

have empty roads. On the other hand, based on texture 

features [2], [3] solely, the congestion classifier may not 

be able to differentiate between two scenes with the same 

number of vehicles but different motions. In this research, 

we propose a robust deep network that has two inputs to 

handle both texture and motion features simultaneously. 

The proposed method overcomes the shortcomings of the 

current methods which depend only on one feature type 

(motion or texture). In summary, this paper has the 

following contributions:  

• We introduce a deep network that utilizes both 

motion and texture features for overcoming the 

limitations of current traffic congestion 

classification methods 

• The proposed network can be used for training 

a small dataset due to the use of Gaussian noise 

layers. 

• The proposed results outperform the ones of 

the recent methods with a classification accuracy 

of 98%. 

 

The rest of this paper is structured as follows. Section 2 

discusses the related works. Section 3 gives a short 

explanation of the LSTM, Section 4 explains the proposed  
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method, a summary of the experimental results is 

presented in Section 5, and Section 6 gives the conclusion.  

2 Related works 

Classification of traffic congestion has been studied 

for several decades. We can categorize these studies, 

according to their applications, into vehicle-based methods 

and holistic methods. The idea behind vehicle-based 

methods is to analyze the movements of individual 

vehicles, while the holistic methods aim to extract global 

features that represent the whole traffic scene. According 

to the type of the extracted feature, the holistic methods 

are divided into motion-based and texture-based methods. 

We will summarize each of these categories and discuss 

their advantages and disadvantages. 

 

In the vehicle-based methods, trajectories of individual 

vehicles are extracted, then they are used to classify the 

traffic scene into different congestion levels such as (light, 

medium, or heavy) [5]-[7]. For instance, several adaptive 

thresholding approaches were employed in [5] to locate 

moving vehicles based on the differences between frames. 

Then, a neural network was trained on wavelet 

coefficients extracted from the detected vehicles, after 

which vehicles trajectories were obtained. Mo et al. [6] 

used the codebook strategy in detection vehicles, where 

scale-invariant feature transforms (SIFTs) were employed 

as a feature for creating the codebook. Huang et al. [7] 

tried to decrease the effect of occlusions by assigning 

different features for vehicle detection according to the 

level of occlusion. In low occlusion, they used local 

features, while they used color features besides local ones 

in occlusion areas. Other approaches were interested to 

estimate vehicle counting per unit time as an indicator for 

traffic congestion. For example, Yang et al. [8] separated 

vehicles from the background using a low-rank 

decomposition technique and then they employed the 

Kalman filter to track and count vehicles. To decrease the 

processing time, Abdelwahab [9] detected and counted 

vehicles in a small area of the road without the demand for 

tracking. Recently, because of the efficiency of Deep 

neural networks (DNNs), many methods had utilized them 

in vehicle counting [10]-[12], where DNNs were used to 

efficiently detect vehicles and then KLT tracker was 

applied in the tracking stage. 

 

However, if vehicle scenes are crowded or weather 

conditions are poor, the above-mentioned vehicle-based 

methods may perform poorly for traffic congestion 

classifications. On the other hand, holistic-based methods 

tried to overcome these problems by extracting a global 

feature rather than tracking individual vehicles. These 

techniques can be divided into texture-based or 

motion-based methods according to the type of features. In 

the motion-based methods, only motion features are used 

for congestion classification. For instance, Asmaa et al. 

[13] compared between two different motion features; 

microscopic and macroscopic. The microscopic features 

depended on tracking individual vehicles, while the 

macroscopic features were created from tracking small 

blocks in the traffic video. They found that the 

macroscopic features gave a higher accuracy than the 

microscopic features, but they need more processing time. 

Riaz et al. [1] tracked scattered feature points in traffic 

scenes to extract motion vectors (MVs). From these MVs, 

four values were estimated representing the average 

velocity, the number of MVs, velocity's standard 

deviation, and the average length of MVs. A global 

motion feature was created by concatenating these four 

values.  

 

In the texture-based methods, different textures can be 

extracted from the traffic scenes to classify the congestion 

level. Luo et al. [2] proposed codebook-based and 

CNN-based approaches to classify traffic scenes. In the 

codebook-based approach, they employed SIFT features to 

build codebook descriptors. In the CNN-based method, 

they exploited the last layers of various CNNs to create 

texture features. In [3] Luo et al. extended their work by 

introducing different regression techniques to represent 

the congestion level. The main idea of these techniques is 

to use pixel or patch segmentation to determine vehicle 

and road areas in each traffic scene after excluding the 

     
(a) Light        (b) Medium      (c) Heavy 

Fig. 1 Examples of various levels of vehicles congestion, images are taken from the NU dataset [4]. 
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background areas. Then, the ratio of vehicles occupied 

areas to those of roads is estimated as a measure of the 

traffic congestion. However, one of the shortcomings of 

the Luo's approaches [3] is that they have a high 

computation complexity. In addition, these approaches 

were mainly designed for classifying traffic congestion in 

still images without taking into consideration the motion 

data in traffic videos. In [14], two approaches were 

introduced to generate a dynamic image for a batch of 

frames; temporal pooling [15] and optical flow 

aggregation [16]. Then a deep residual network was 

utilized for extracting texture features from the created 

dynamic images. 

 

As discussed above, most of the existing methods 

utilized motion or texture features for classifying traffic 

congestion. However, depending solely on one feature has 

its shortcoming. In our previous work [17], a congestion 

classification was achieved by aggregating the output from 

separate motion-based and texture-based classifiers. 

Motion features were generated by averaging motion 

trajectories every batch of frames, while the texture 

features were obtained by generating compact texture 

vectors using the learning-to-rank (LTR) technique [18]. 

However, in the proposed method we introduce one deep 

neural network that can acquire both motion and texture 

features simultaneously and produce one of the traffic 

congestion classes at the output (Light, Medium, and 

Heavy). 

 

 

Fig. 2 The block diagram of LSTM 

3 Long Short-Term Memory (LSTM) 

In the proposed method, Long Short-Term Memory 

(LSTM) is used to learn the evolution of motion and 

texture features of the traffic videos. LSTM was proposed 

by Hochreiter et al. [19] as a way of avoiding the 

long-term dependency issue in recurrent neural networks 

(RNNs). LSTM cell has three gates; forget, input, and 

output gates which determine the output and the internal 

state. Figure 2 gives the main element components of an 

LSTM cell. The activation units trigger the gates 

depending on a time-series input. In the LSTM training 

phase, the weights of each gate are learned. LSTM can 

memorize recent steps using the three gates. Assume that 

at time step t, an LSTM cell has a state ct. This state is 

updated using input gate it, forget gate ft, and output gate 

ot. Inputs at a moment t are represented by two sources, 

the present input xt and the old hidden state ht-1.  

4 The Proposed Approach 

In this approach, the evolution of both motion and 

texture features through video frames is considered using 

dual paths in a deep network. Figure 3 shows the 

proposed network, input video frames are processed 

through the network as follows: 

4.1 Computing optical flow 

Dense optical flow is estimated from the input video 

frames employing the Gunnar Farnebäck algorithm [20], 

where it is estimated based on polynomial expansion. For 

better representation, magnitudes and angles of the optical 

flow are used to construct HSV (Hue, Saturation, Value) 

images [21]. The Hue and Value components are set 

according to the magnitudes and angles of the optical 

flow, respectively, and the Saturation dimension is kept at 

the maximum value. 

4.2 Deep feature extraction 

Optical flow and raw pixel images are fed into the two 

input paths of the network as shown in Fig. 3. In each 

path, a deep feature vector, with a length of 2048, is 

extracted from the input image using a pre-trained 

ResNet101 network [22]. These feature vectors are 

extracted from the last layer of the network after removing 

the classification layer. The extracted vectors from the 

optical images represent motion features while those 

extracted from the raw images are used as texture features. 

4.3 Learning feature evolution 

An LSTM layer is used to learn the motion evolution 

of the input video through one of the network paths, while 

in the second path, another LSTM is used to learn the 

texture evolution. Both LSTM layers have a dimension of 

16. The outputs of both LSTM layers are concatenated, 

then they pass through two fully connected (FC) layers 

with a length of 16 and 32, respectively. A batch 

normalization (BN) layer [23] is used to fast the network 

and make it more stable. It normalizes the layer's inputs by 

re-scaling them. Finally, a classifier layer with a SoftMax 

activation having a length of 3 is used to produce the 

output class label. 
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Fig. 3 The proposed network for traffic classification. It has two inputs; one for the input video frames and the other for the optical 

flow images 

4.4 Regularization layers 

Regularization of the network using Gaussian noise 

(GN) is an effective technique to increase its robustness 

against input variation. The GN layer regularizes CNN by 

adding adversarial noise to hidden layers. It aids to learn 

more robust feature representations. Adding attentively 

noise to the activation of the intermediate layer helps to 

increase CNN's generalization ability. In the training 

phase, GN inserts adversarial noise  to  as in 

equation 1 and moves  to the neighboring layer. 

 

           (1) 

 

The noise is added in the training phase only. In the 

detection phase, the noise layers are erased and  will 

become  during the inference phase. In the proposed 

method, a GN layer is used at the beginning of each path. 

The result is a kind of data augmentation. This gives the 

proposed network the advantages of training with small 

dataset videos. Also, the dropout layers are utilized 

through the network layers to avoid overfitting. They are 

randomly set some input units to 0. All these 

regularization layers are used only during the training 

stage 

5 Experimental Results and Analysis 

Two experiments were conducted to evaluate the 

proposed technique. The University of California San 

Diego (UCSD) [24] and the Nile University (NU) [4] 

dataset videos were used in the first and the second 

experiment, respectively. In the two experiments, the 

network was trained employing the Adam optimizer. The 

learning rate was initialized to 1×10 -4 to avoid falling to a 

local minimum. The batch size and number of epochs 

were selected to be 64 and 300, respectively. The GN 

layer added noise with a standard deviation of 0.3 giving 

the performance of data augmentation. The dropping 

fraction in the dropout layers was set to 0.3. 

5.1 UCSD dataset 

In the first experiment, the UCSD dataset [24] was 

used. It has 254 videos. These videos were taken in 

different situations such as rainy, overcast, and clear. For 

accurate comparisons, the same 4-cross validation 

procedure in [24] was used with the same video indices. 

The proposed method achieves an accuracy of 98.03 % 

with only 5 miss-classified videos. Table 1 gives the 

confusion matrix.  
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"cctv..614x00024" "cctv..617x00071" "cctv..618x00085" 

Medium Medium Light 

   
"cctv..615x00034" "cctv..615x00036" "cctv..615x00044" 

Heavy Heavy Heavy 

Fig. 4 Examples for true classified videos by the proposed method from the UCSD dataset under different illumination conditions. 

 

 

 

 

Table 1 Confusion matrix of the proposed method for the UCSD 

dataset 

  Predicted 

  Heavy Medium Light 

True 

Heavy 43 1 0 

Medium 3 42 0 

Light 0 1 164 

 

Table 2 Comparison to the state-of-the-art methods using the 

UCSD dataset 

Method Accuracy % 

Riaz [1] 95.28 

Luo (2015) [2] 96.90 

Luo (2018) [3] 97.64 

Ribas [25] 96.06 

Wang [26] 93.30 

Proposed method 98.03 

 

In this matrix, we can observe that all misclassifications 

occurred between the medium class and the light or heavy 

classes, and there is no misclassification between the light 

and heavy classes. Table 2 compares the proposed 

accuracy with those of the most recent methods. Our 

proposed method gives the highest accuracy. Figure 4 

gives examples for successful classified videos under 

different illumination conditions. Three of miss-classified 

samples are shown in Fig. 5. As seen in this figure, it is 

hard to classify these videos even by human. 

 

5.2 NU dataset 

In the second experiment, we used the NU1 video [4] 

to simulate a practical classification situation, which was 

recorded on one of the Egyptian roads. It has a length of 

45 minutes, and it contains about 40826 frames. During 

that video, the traffic congestion is continuously 

changeable between heavy, medium, and light. One of the 

challenges in this video is that vehicles do not move in 

certain road lanes and pedestrians appear many times 

crossing the road. Due to this chaos, a few numbers of 

vehicles in a traffic scene move very slowly, however, 

they may be wrongly classified as a light traffic scene. So, 

it is not sufficient to classify this video depending only on 

texture features. 

To simulate online traffic monitoring, the 

classification process was applied every 15 frames. The 

NU1 video has 2723 batches with 15 frames each. In this 

experiment, 633 batches were taken and labeled to one of 

the three classes: heavy (221), medium (208) and light 

(204) batches. The 633 frame batches were divided 

randomly into 433 batches for training and 200 batches for 

testing. Figure 6 shows result samples for true traffic 

classification of the NU1 video by the proposed method, 

where different frames with different classification labels 

are given. We can see in this figure the shadow variation 

between the first and end frames, which increases the 

classification challenges in this video. 
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"cctv..517x01655" "cctv..616x00052" "cctv..617x00072" 

Heavy/Medium Medium/Heavy Medium/Heavy 

Fig. 5 Samples of miss-classified videos. For each video, the real/predicted labels are given.  

 

   
Frame 555 (Heavy) Frame 1140 (Medium) Frame 11010 (Light) 

   
Frame 12900 (Heavy) Frame 23025 (Medium) Frame 40470 (Light) 

Fig. 6 Samples of the true classification results for the NU1 video. Shadow variation is obvious between the first frame (frame 

555) and end frame (frame 40470), which increases the difficulty of classification in this video 

 

 

 

 

 

Table 3 Classification accuracy comparisons of the NU1 video 

Method Accuracy % 

Luo (2015) [2] 93.00 

Proposed method 96.00 

 

 

To compare with other methods, the same procedure 

of the Luo's method [2] was applied to the NU1 video 

frames with the same training and testing indices. 

Following the steps mentioned in [2], features were 

extracted every 5 frames using the pre-trained VGG 

network, then the classification was performed using an 

SVM classifier to obtain three decisions for each batch (15 

frames). The final decision is taken by voting between the 

three obtained decisions. A comparison between the 

results of the proposed method and those of the Luo's 

method [2] is presented in Table 3. The accuracy of the 

proposed technique is higher than the one of Luo's method 

by 3 %. This is because both motion and texture features 

are considered in our technique, while the method in [2] 

focuses only on texture features. 

6 Conclusion 

In this research, a robust deep neural network was 

proposed for traffic congestion classification in videos. It 

efficiently handles the evolution of both motion and 

texture features via two separate paths. An LSTM layer 

was used in each path to learn these evolutions. The 

outputs of paths are then combined and used for deciding 

traffic classes. Adding GN layers during the training of the 

proposed network made it more robust and reduced 

generalization errors. Compared to the state-of-the-art 

methods, the proposed method gives higher accuracy. The 

outperformance of the proposed method becomes clear 

when it is applied to the challenging NU1 video, where the 
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classification accuracy is enhanced by 3 % compared to 

other recent methods. This is because the proposed 

method handles both motion and texture evolutions while 

others depend on texture features only.  
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